
Performance Analysis of Long Distance CF, PPRC, and 

I/O: Test Project User Experience 

17920 

 
Z. Meral Temel 

Isbank 

SHARE EWCP Deputy Project Manager 

Systems Director / z/OS Team Leader – Isbank 

meral.temel@isbank.com.tr Insert 

Custom 

Session 

QR if  

Desired 



8/19/2015 3 

Performance Analysis of  

           Long Distance CF, PPRC, and I/O 

 



8/19/2015 4 

Who Is İŞBANK ? 

The Biggest  Bank Of Turkey 

 

6366 ATMs 

 

1344 Branches In Turkey, 25 Branches Outside Turkey 

 

 In The List Of Top 100 Largest  Bank -  `The Banker` 2015 Report   

 

Member Of SHARE Inc. 
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Who Is İŞBANK ? 

BRANCHES 
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Who Is İŞBANK ? 

INTERNET BANKING 
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Who Is İŞBANK ? 

ATM 
İŞCEP 

Mobile Phone Application 

İŞBANK IPAD FINANCE CENTER 

Application 
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Who Is İŞBANK ? 

Credit Cards 
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2827-709 

(CF 

(zEC12) 

2827-709 (3 ICF,3 zIIP,1 IFL) 

IZMIR   DISASTER CENTER (600 Km Away From Istanbul) 

z/OS V1R13 

IMS V13 

DB2 V10 

MQ  

 

SYSA 

SYSY 

TESE 

TESG 

USTX 

SYSB 

SYSZ 

TESD 

TESF 

USTY 

PRODCFA  

TESTCFA 

USTACFA 

PRODCFB 

TESTCFB 

USTACFB 

PROD-DS8870 

PPRC -PRIMARY 
PROD-DS8870 

PPRC -SEC 

TEST-DS8800 

PPRC 

PRIM 

PPRC 

SEC 

GDPS/XRC - PRIMARY 

IBM TS7740 -3 SIDE GRID 

VTS1 

VTS0 

IBM TS3500 ROBOT 

IBM TS3500 ROBOT 

BROCADE 

FICON DIRECTORS 

324 GB Memory 324 GB Memory 

(3 ICF,3 zIIP) 

Mainframe Configuration 
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Current HW  Configuration 



Stretching out  two CECs 
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Datacenter  I  
Datacenter  II  

A Piece Of Cake  ? 

Not That Easy.But We  DID!. 
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Target  Configuration 
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Two Data Centers  Mainframe Options 

 Active – Active 

 

 Active – Standby 

 

 Active – Hot Standby 

 

 Active – Active (SW Solution) 
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Two Data Centers  Mainframe Options 

 Active – Standby 
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Two Data Centers  Mainframe Options 

 Active – Active  (AKA  GDPS/PPRC MultiSite Workload) 
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Two Data Centers  Mainframe Options 

 Active – Hot Standby 

PRD  

Up Subsystems/Systems But No Workload 
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Project Plan -  Steps – Status  

• Week Of Test : Every day one distance & Between Each distance 1 day for analize 

• Weekend Test: During Weekend,we will test all distances every hour (at 04:00 the longest one will be tested) 

Because of the current CF LPAR configuration 

 method,  in order to solve the # of  CF link limit problem, 

 we need to redefine current CF LPARs.   
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Implementing Test Environment 
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New  Devices – ADVA DWDMs 
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New Devices- Fiber Spool ( Fiber Suitcase) 
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New Devices - Fiber Spool ( Fiber Suitcase) 
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New IFB Cards -  New ICF processors 

 3 New IFB1 Cards  For Each CEC  -  Long Distance CF Connection 

 

 1 Additional ICF processor For Each CEC 

 

 

You Can NOT  Use IFB12s  For Long Distance CF Connection. IFB1s were needed 
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Implementing Test Environment 
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Active – Standby I/O Flow 
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Active- Active Hyperswap Senario 
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CF – IODF Definition Change  

 One CF can have Up To  8 CF Links 

 

Hint: If you have defined your  CF LPARs as z/OS/CF LPAR in IODF, 

        You can Not reach to 8 even!. 

You need to change LPAR definition From z/OS/CF to  CF Only  

 

 1 Additional ICF processor For Each CEC 

 

 

You Can NOT  Use IFB12s  For Long Distance CF Connection. IFB1s were needed 
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Implement Cascaded FICON Director 

• Create 2 New Virtual Switches 

• Move From 1byte to 2byte Addressing 

On its own a big project  
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Implement Cascaded FICON Director 

• Be careful about  Necessary  IODF Definitions 

• Move Ports From One Switch To Another  * Disk HA port might have been 

painfull  

• `Very Careful Planning`  is a MUST 

• Watch Out   How Much Path You Need During IODF Activation 

 (Paths that need a change should be OFFLINE while activating New IODFs) 

 

Hint : A CNTL can have both 1byte and 2 byte but  A Channel Can NOT 

Heard some customers had an outage because of this mistake  

We did NOT move any Disk HA port , we used brand new onces. 

We did move zEC12 FICON Channel Director ports  

You can easily come up with Too Many IODF Activations To Implement This 

We had to do this with  at least 4 IODF Activations  

 



And The Result …FICON Connection 

29 8/19/2015 
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TESTCFC - Long Distance CF – Connection Display   

7 Long Distance Connections That Go Through ADVA   

1 Local 

Connection – To 

make 

nondistruptive 

distance change 

Connections  Of New CFs 
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Rearranging CFRM Policy -Structure replacement 

CF – Data Center-I (TESTCFC) 
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Rearranging CFRM Policy -Structure replacement 

CF- Data Center – II (TESTCFD) 



PPRC Links 
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PPRC Links 

6 Local 

     Or  

6 Remote  
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Connecting The Dots… 
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Environment Configuration Test Type Workload Task
Remote 

Resources
Distance

TEST Active-StandBy Scalability Synthetic

Verify that the underlying infrastructure, when 

running over distance can actually sustain PPRC 

activity rates seen in production

Secondary DASD 1 Km, 10 Km, 30 Km

TEST Active-StandBy
Application 

Performance
Real

Run selected pieces of the actual TEST workload 

at distance to assess the performace impact of 

the Active-StandBy configuration

Secondary DASD
0 Km, 0.5 Km, 1 Km, 5 Km, 

10 Km, 20 Km, 30 Km

TEST Active-StandBy Operation Real
Run the actual TEST environment at distance to 

familiarize with the new configuration

CF, 

Primary DASD, 

Secondary DASD

30 Km

Active - Standby 
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Environment Configuration Test Type Workload Task
Remote 

Resources
Distance

TEST Active-Active Scalability Synthetic

Verify that the underlying infrastructure, when 

running over distance can actually sustain CF, 

DASD I/O and PPRC activity rates seen in 

production

CF, 

Primary DASD, 

Secondary DASD

0 Km, 0.5 Km, 1 Km, 5 Km, 

10 Km, 20 Km, 30 Km

TEST Active-Active

Recovery / 

Reconfiguratio

n

Synthetic
Verify the ability to move workloads across sites 

/ to recover from CF/DASD/PPRC errors

CF, 

Primary DASD, 

Secondary DASD

30 Km

TEST Active-Active
Application 

Performance
Real

Run selected pieces of the TEST workload at 

distance to assess the performace impact of the 

Active-Active configuration

CF, 

Primary DASD, 

Secondary DASD

0 Km, 0.5 Km, 1 Km, 5 Km, 

10 Km, 20 Km, 30 Km

TEST Active-Active Operation Real
Run the actual TEST environment at distance to 

familiarize with the new configuration

CF, 

Primary DASD, 

Secondary DASD

1 Km, 10 Km, 30 Km

Active - Active 
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Detailed -  Table Of Cases 
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For each of the two use cases we are performing  two kinds of infrastructure stress 

tests 
1. Scalability 

 

2. Recovery / Reconfiguration. 

 

As the focus is infrastructure's scalability, these tests are being performed using 

synthetic workloads. We just need to be able to generate, in the test environment, 

a level/quality of CF/Dasd/Tapes I/O requests similar to that seen in production. 

 
• For 1) we will use the test environment to verify that the underlying infrastructure, 

when extended over distance, can actually sustain the activity rate seen in production 

 

• For 2) we will use the test environment to verify the recovery and reconfiguration 

procedures specific to a configuration over distance. 

 

In addition we will  run the TEST environment at distance for a long enough time 

period to familiarize with the new configuration from an operational standpoint. 

Why Infrastructure Stress Tests  ? 
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 Active-Standby also known as Single Site Workload.  

 

In this use case all primary resources and all workloads are located in Site-1.  

 Site-2 only hosts stand-by systems and secondary DASD / Tapes. 

 

To test this use case we just need to "move" PPRC Secondary DASD to Site-2 

 

 Active-Active 

 

In this use case all primary resources and SOME workloads are located in 

Site-1. Site-2 hosts SOME workloads and secondary DASD / Tapes. 

 

In additon to PPRC Secondary DASD located in Site-2 we also need to have 

active systems in Site-2 accessing site 1 primary CFs / DASD / Tapes 

remotely. 

Assumptions 
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Visiting   Performance Items 

CF Request 

 

 I/O Request 

 

PPRC Effect 
 



 

CF Request Types & Cases 



Sync/Async Conversion 
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Sync/Async Conversion – Heuristic Threshold 

We can see the threshold with ‘D XCF,C’ Command 

Customers Can Change This Threshold- NOT Recommended by IBM 



CPU Cost Of CF Requests 



DASD I/O Response Time Components 



DASD I/O Response Time Components 



Life Of I/O & Response Time Components 



0,5 Km  - All Structures – TESTPLEX – Sample  Snapshot 
Connection between LPAR & CF That Are Located In Different CECs:  IFB1 Connection –  Long Distance 

Connection between LPAR & CF That Are Located In Same CEC:  IC Connection -  Local  

Service Times Are In Microseconds 

Long Distance CF Effect 

Sync Converted To Async Because Of Heuristic : Threshold : 26 microsec 



Long Distance CF Effect- How To Read Report 

Sync Converted To Async Because Of Heuristic : Threshold : 26 microsec 

No Subchannel Busy % : Did Wat We could do with Technolocy : No Changed Req 

Because Of Non-Heuristic  



1 Km  - All Structures – TESTPLEX – Sample  Snapshot 

Connection between LPAR & CF That Are Located In Different CECs:  IFB1 Connection -  Long Distance 

Connection between LPAR & CF That Are Located In Same CEC:  IC Connection -  Local  

Service Times Are In Microseconds 

Long Distance CF Effect 



5 Km  - All Structures – TESTPLEX – Sample  Snapshot 

Connection between LPAR & CF That Are Located In Different CECs:  IFB1 Connection -  Long Distance 

Connection between LPAR & CF That Are Located In Same CEC:  IC Connection -  Local  

Service Times Are In Microseconds 

Long Distance CF Effect 

Sync Converted To Async Because Of Heuristic : Threshold : 26 microsec 



10 Km  - All Structures – TESTPLEX – Sample  Snapshot 

Connection between LPAR & CF That Are Located In Different CECs:  IFB1 Connection -  Long Distance 

Connection between LPAR & CF That Are Located In Same CEC:  IC Connection -  Local  

Service Times Are In Microseconds 

Long Distance CF Effect 



20 Km  - All Structures – TESTPLEX – Sample  Snapshot 

Connection between LPAR & CF That Are Located In Different CECs:  IFB1 Connection -  Long Distance 

Connection between LPAR & CF That Are Located In Same CEC:  IC Connection -  Local  

Service Times Are In Microseconds 

Long Distance CF Effect 



30 Km  - All Structures – TESTPLEX – Sample  Snapshot 

Connection between LPAR & CF That Are Located In Different CECs:  IFB1 Connection -  Long Distance 

Connection between LPAR & CF That Are Located In Same CEC:  IC Connection -  Local  

Service Times Are In Microseconds 

Long Distance CF Effect 



IMS Lock Structure CF Request Rates 

Production CF Request Rate  



Running Workload – Remote PPRC & I/O 
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We have run 3 different Workloads, 

   Which  will be the most I/O bound onces.  

   Exists many times on our production Batch Run.  

   That will be  effected  from distance  the most.  

 

 IMS Unload 

 DB2 Unload 

 Sort Workload 

 Make service class SYSSTC  -  Remove the effect of CPU delay 

 Force sort to use same memory items at each Run. 

 Run several times.  
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Running Workload – Remote PPRC & I/O 



System TESD – DASD RespTime 

Remote I/O – Remote PPRC 
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30 Km 20 Km 10 Km 

Main Component PEND –Time 



Remote I/O – Remote PPRC Effect To Batch 
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Remote PPRC Effect To Batch 
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Running Workload – Remote CF,PPRC & I/O 
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We have run 3 IMS jobs that read with lock request  (4000 CF locks/sec) 

 

We have run sentetic CF request rate generator programs. 

 

 Mario Bezzi  has written  pgms ; 

                                          - that send sync request to his lock structure 

                                            that send sync request to his cache structure 

 

From CF request perspective for primary effect  «Request is Request»                             

• From CF request perspective for primary effect  «Request is Request»                       

 Make service class SYSSTC  -  Remove the effect of CPU delay 
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Running Workload – Remote CF,PPRC & I/O 

IMSLOCK1 job elapse time was increased from 2,6 min to 6,1 min 

134 % INCREASE  In Batch Elapse Time As A Result  of Remote CF,I/O,PPRC 

This Does Not Include Secondary  Effect  : Contentions Between Workloads 

To See Remote IO s role , Run again With  Local IO  : Elapse Time 5,5  

Increase From 2,6 min to 5,5 is MAINLY CF Effect  
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Sentetic CF Workload CPU Cost  - 200- 380 K CF request /sec 

Running Workload – Remote CF,PPRC & I/O 
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Async CF Request Rate CPU Cost Is Charged To XCFAS (as well) 

 

XCFAS Cpu was increased from 1,5 APPL ( 2,2 MSU ) to 12,9 APPL( 19,5 MSU) 

Running Workload – Remote CF,PPRC & I/O 



Mario Bezzi - IBM 
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Special Thanks To 
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And my amazing new MVS System programmers in my Team…  



THANK YOU  
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