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There are many ways that an application or system can appear hung.  Similarly, there are many 

factors which can cause or contribute to a hang.  This presentation provides an overview of some 

types of hangs (including loops) and some steps for identifying  what is causing  the problem. 

A looping application may be perceived as hung since a looping application will not be performing 

any significant work. 

A function can be non-dispatchable at the address space level, or at the TCB level.  Non-

dispatchability bits being on prevent the address space or task from being dispatched.  Alternatively, 

an RB may be suspended.  Local lock contention is another common reason for a function to be not 

running.  

When considering a hung application, it is necessary to be familiar with the application structure.  

Which TCBs drive which subfunctions?  Are any key subfunctions waiting or suspended?  If so, what 

event is the TCB waiting/suspended for?  What process is responsible for making this event happen?  

Sometimes a hung TCB is fully dispatchable, but it is not getting dispatched due to lack of available 

CPU.  This could be the result of a tuning problem, or this could be due to a higher priority address 

space being stuck in a loop, thereby consuming extra CPU and starving lower priority address 

spaces.   
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In addition to getting a dump, never overlook the importance of LOGREC and SYSLOG!  Often a 

loop or a hang is preceded by an abend that acted as a trigger or catalyst.  Always check SYSLOG 

for relevant messages (e.g. IEA995I “symptom dump”, D GRS output) and activity around the time of 

the onset of the loop or hang.  Always check LOGREC for errors in relevant address spaces around 

the time of the onset of the loop or hang.  

While a standalone dump is the documentation of choice for a system hang, sometimes system 

hangs can be diagnosed with an SVC dump. 
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RTD = Run Time Diagnostics.  Run RTD whenever your system is experiencing “sick but not dead” 

symptoms to do a one-minute (or less) diagnostic assessment.  It checks for high CPU, loops, critical 

messages, GRS and UNIX latch contention, ENQ contention, and local lock suspension.  
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The system trace table is the best option for distinguishing a loop from a hang.  A looping address 

space will have many entries, often composed primarily of EXT TIMR, EXT CLKC, and I/O interrupts, 

as well as DSP entries.  A totally hung address space will have no entries in the system trace table.

Note that a hung address space may still have some work running in it.  In such a case, the activity 

may be limited to timers being set (SVC 2F) and popping.  Alternatively, there may be work running 

in the address space that is unrelated to the subfunction that is non-responsive.  When debugging 

hangs, it is helpful to have a familiarity with the internal workings of the hung address space.  
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In this presentation we will not discuss how to determine whether an SRB is premptable or non-

preemptable.  For our purposes it is sufficient to know that if an SRB/SSRB gets interrupted and 

loses the processor, then it must have been a preemptable-type SRB/SSRB.
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A TCB is always preemptable.  This means that, when it gets interrupted, it may lose the CP and 

have to be redispatched before it can run again.  Often when a TCB is interrupted, it does NOT lose 

the CP but rather is allowed to continue running on the same CP once the interrupt has been 

handled.  

When you see a DSP entry, this means the TCB was found on the WUQ (Work Unit dispatching 

Queue) and has gotten redispatched.  It can get redispatched on a different CP than the one on 

which it was running prior to the interrupt.

When a TCB is running, the Work Unit address that is traced is the TCB address.  We will see that 

for SRBs, the traced Work Unit address is actually the address of the WEB representing that 

SRB/SSRB.  



Section I - Diagnosing Loops and Hangs

Course materials may not be reproduced in whole or in part without the prior 

written permission of IBM.  (c) Copyright IBM 2009. 15

A preemptable SRB, as its name implies, may have to give up the processor on an interrupt, and wait 

in line on the WUQ dispatching queue for another opportunity to be dispatched.  Therefore, like 

TCBs, when a preemptable SRB is looping, the loop will travel across processors.  

When a preemptable SRB gets interrupted, its status (PSW, registers, cross memory environment) 

needs to be saved.  The operating system obtains an SSRB control block to hold this information.  

(This is the same type of control block as is used for an SRB, preemptable or non-, when it gets 

suspended.)  This is why we are seeing SSRB entries rather than SRB entries in the system trace 

output. 

WEB = Work Element Block.  WEB control blocks represent units of work.  They will point to a TCB, 

an SRB, or an SSRB.  WEBs representing ready units of work get queued to a WUQ dispatching 

queue in priority order.   When an SRB (preemptable or non-) is running, the Work Unit address that 

is traced is the WEB address for that SRB/SSRB.  
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Non-preemptable SRBs cannot lose the processor.  You will not see DSP or SSRB trace entries in 

the pattern of the loop.  The SRB will never get preempted and have to be redispatched; therefore, 

the loop will stay on the same CP rather move around as was the case with the TCB and 

preemptable SRB mode loops.  
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The last bit of PSACLHS can also be used to determine whether an SRB is holding a local lock.  

However, this information is not needed to locate the status information of an SRB.
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Status: PSW, General Purpose Registers, Access Registers, Cross Memory environment.  PASID 

and SASID stand for Primary ASID and Secondary ASID respectively.  
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Status: PSW, General Purpose Registers, Access Registers, Cross Memory environment
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This XSB lives in the same address space as the IHSA.
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Status: PSW, General Purpose Registers, Access Registers, Cross Memory environment
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SSRBCPSW is the “scrunched” version of SSRBPSW16.  Technically SSRBPSW16 is the correct 

PSW to use now that there is limited execution allowed above the bar.  However, the number of 

exploiters is in fact so small that debuggers can get away with still using SSRBCPSW virtually 100% 

of the time.   Several IPCS reporting execs still format SSRBCPSW instead of SSRBPSW16. 
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Status: PSW, General Purpose Registers, Access Registers, Cross Memory environment
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ASID 4 is the TRACE address space.  A trace table is “snapped” as part of dump 

processing, and doing this requires the local lock of the TRACE address space.  
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Address space nondisatchability bits in ASCBDSP1 are described verbally 

immediately underneath the formatted ASCB.  Note that if no bits are on, no 

verbiage will appear. 
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The last bit of TCBFLGS5 (which is the last byte in TCBFLGS) is a summary bit.  If 

any bits are on in TCBNDSP, then this summary bit is turned on.  

When SVC dump processing gathers local storage, it sets TCBs non-dispatchable 

in order to get a more stable picture.  To make then non-dispatchable, dump 

processing calls a system service called STATUS who turns on the X’20’ bit at 

TCB+x’AE’ in each TCB.  Therefore, when you see a X’00002000’ in the TCBNDSP 

field at +AC, this is an effect of the dump in progress and is not relevant to 

debugging of the hang.
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This is output from the IPCS command: IEAVWEBI SRB ASID(140) where 140 is a 

hexadecimal ASID number.  This report shows in flight SRBs/SSRBs associated 

with ASID X’140’.  When SRBs/SSRBs are not hung, their status is changeable.  

This means that in an SVC dump, you may see inconsistent data between the 

IEAVWEBI SRB ASID(xx) report which formats in flight SRBs/SSRBs, and the 

IEAVWEBI WUQ report which formats work units on a WUQ dispatch queue.  For 

example, you may find an address space has SRBs on a WUQ waiting to be 

dispatched per IEAVWEBI WUQ, but the IEAVWEBI SRB ASID(xx) report may 

show no WEBs on the “in flight” queue because the pointer (ASSBSAWQ) to this 

queue was zero at the time the ASSB was dumped.  

The IEAVWEBI SRB ASID(xx) report excerpt shown above shows each WEB 

having a non-zero WUQ address.  The presence of a non-zero WUQ address in a 

WEB does not imply that the WEB is currently on a WUQ.   To determine whether a 

WEB is on a WUQ, use IEAVWEBI WUQ.
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