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Facts about mainframe transactions

• More than half of enterprise applications call upon the mainframe to complete transactions
  – Workloads are increasing and getting more varied
  – MIPS consumption has increased by over a quarter since interaction with mobile application workloads began

• Complexity is creating new risks in relation to application performance

• High customer expectations are increasing the pressure on the mainframe to perform
Pain points – what CIOs are saying

• Key findings:
  – 74% think that the added complexity of applications is making problem resolution take longer
  – 75% are being pressured to reduce Mean-Time-To-Resolution
  – 79% have no visibility of the actual end-user experience are often unaware of performance problems until calls start coming in to the help desk
  – 79% say there is a ‘war room’ situation in their organisation on a monthly basis

• Compuware published a 350-strong CIO survey
z/OS: the heart of the transaction record

User’s perspective

Request architecture

- Transactions follow complex paths
- Each component leaves disparate artefacts about its internal activity
- The “heart” of the transaction record is in z/OS

z/OS subsystems

Machine data sources
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Workbench solution

- **A single platform for z/OS transactional problem management**
  - Comprehensive performance analysis with a pedigree in *benchmark* CICS and IMS performance tools adding IBM MQ, z/OS Connect, WAS, and DB2
  - Tracing and profiling of transactions, even across subsystems

- **Minimal overhead**
  - Uses the logs and traces generated by z/OS and the various subsystems during normal transaction processing

- **Simplifies collection and analysis**
  - Automatically selects the required log data from each subsystem
  - Instantly combine and slice information sources in real time
  - Automate problem determination steps and disseminate knowledge through workflows

- **Exposes logs and other z/OS traces to off-host analysis**
  - ETL for Hadoop or using Logstash
  - Input for mobile workload pricing calculation
The Workbench architecture

- Logs and traces including SMF, CICS, IMS, DB2 and MQ

- Log selection
- Exception index and extract

- Knowledge base
- Interpreting and tracking

- ISPF dialog
- Eclipse GUI

Batch
Data processing engine
User interfaces

- Daily and ad-hoc batch reporting
- Transaction lifecycle: Interactive analysis
- Analytics: JSON/CSV ETL

Insights
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# Extensive and growing coverage

<table>
<thead>
<tr>
<th>IMS</th>
<th>CICS</th>
<th>DB2</th>
<th>MQ, WAS, and z/OS Connect</th>
<th>z/OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMS log and trace</td>
<td>CMF performance class (SMF 110)</td>
<td>DB2 log</td>
<td>MQ log extract</td>
<td>SMF</td>
</tr>
<tr>
<td>IMS monitor</td>
<td>CICS trace (Auxiliary or GTF)</td>
<td>DB2 accounting</td>
<td>MQ statistics (SMF 115-1, -2)</td>
<td>OPERLOG</td>
</tr>
<tr>
<td>CQS log stream</td>
<td>VSAM Journals</td>
<td>DB2 performance trace (IFCID)</td>
<td>MQ accounting (SMF 116)</td>
<td></td>
</tr>
<tr>
<td>IMS Connect event data</td>
<td></td>
<td>Near Term History</td>
<td>WAS request activity performance statistics (SMF 120-9,11)</td>
<td></td>
</tr>
<tr>
<td>(collected by IMS Connect Extensions)</td>
<td></td>
<td>(collected by OMEGAMON XE for DB2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OMEGAMON ATF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRLM long lock detection</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Breadth and depth of coverage**

- Formatting
- Interpreting
- Relating
- Selecting
- Reducing
- ETL
The Transaction Index record

• Transaction indexes are a specialized type of extract that contain a single record type, where each record contains information about a single transaction (or thread), sorted in time sequence
  – Each record in a transaction index contains summarized information about the performance of a transaction and the resources that it consumed
  – You can use criteria that refer to field values in transaction index records to quickly identify problem transactions
Exception processing for CICS, DB2, and IMS

1. Transaction indexes are created by the workbench (a session workflow will create them).
2. They are used to identify all the transaction and UOR workloads in IMS, DB2 and CICS.
3. The transaction index is a special extract - one record per transaction in time sequence.
5. Can be filtered to include exception transactions only.
6. Can be used for reporting and to identify problem transactions.
Making z/OS performance data available

• Big data tooling provides an opportunity to take analysis to the next level
  – Perform analyses that were previously not feasible
  – Valuable new insights into system performance and security
• Standardized and unified approach to all operational analysis
• Combining z/OS operational data with data from other platforms
• Reduced cost of analysis and storage making long term historical trend analysis cost effective
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Open and scalable performance analysis

- Build composite log index
- CSV/JSON
- HCatalog and Logstash
- End-to-end workflow

- Capture and synthesize detailed transaction indices
- Provide metadata to assist analysis
- Improve access to the data
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Workbench enables z/OS performance data Analytics

On z/OS
- Workbench
- HCatalog
- CSV
- Logstash Cfg
- Machine data sources (logs, traces, etc)

Push: log forwarding
- Co:Z
- sftp

Analysis platform
- Push: log forwarding
- Hive
- Logstash
- Flume
- Pull: HFS+NFS/FTP
- Hadoop
- Other

Flexible
Integrated
Quick setup
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### Workbench Big Data Panel

**Generate JCL to import log data to analysis platform**

Determines the intended target:
- **Hadoop**: Generates HCatalog
- **Logstash**: Generates logstash config

**Help interpret the data:**
- timestamps, float, string, etc

**Set what information you can export**
- Covers CICS, IMS, DB2, MQ, WAS

**Identify relevant fields in the data**
- These are just the most common.
  - Use any supported data source/field

**Parameterization of key variables makes reuse simple**
- The JCL is ready for use and can be easily adapted into scheduler (e.g. as part of archiving job)

**Support push and pull methods; direct offload**

---

**File Help**

**Big Data menu**

Command ===>

Enter SUB to create and edit JCL.

Meta data for . 1 1. Hadoop 2. Logstash

**Record types:**
- CICS CMF performance class (SMF 110)
- DB2 accounting (SMF 101)
- DB2 system statistics IFCID 001 (SMF 100)
- Address space accounting class 1 (SMF 30)
- WebSphere MQ accounting class 1 (SMF 116)
- WebSphere Application Server inbound requests (SMF 120.9)
- IMS Transaction Index (IMS log)

**Input files:**
- SMF . . . . . . . SMF.DATA.SET
- IMS log . . . . . . IMS.DATA.SET

**Output sequential data sets or z/OS UNIX files:**
- Home directory .
- CSV . . . . . . . %RTYP-data.csv
- HCatalog . . . . . .
- Table . . . . . . .
- Location . . . .

**Log forwarding**
- 1. None
- 2. SFTP
- 3. Co:Z

Target . . . . .
Batch script . .
Remote directory .

Delete files after successful transfer

---
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IBM InfoSphere BigInsights: **BigSheets**

- CICS-DB2 transactions with performance metrics from both subsystems

### CICS-DB2 Transactions Performance Metrics

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Tran</th>
<th>CICS_Time</th>
<th>DB2_Time</th>
<th>Total_Time</th>
<th>CICS_over_DB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013-05-30</td>
<td>01:03:01</td>
<td>FB66</td>
<td>0.0116</td>
<td>3.6814</td>
<td>3.6931</td>
<td>0.0031</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:03:21</td>
<td>FB66</td>
<td>0.0072</td>
<td>1.8377</td>
<td>1.8440</td>
<td>0.0063</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:03:41</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8447</td>
<td>1.8518</td>
<td>0.0088</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:03:58</td>
<td>FB66</td>
<td>0.0184</td>
<td>5.4990</td>
<td>5.5155</td>
<td>0.0070</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:04:09</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8332</td>
<td>1.8402</td>
<td>0.0070</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:04:19</td>
<td>FB66</td>
<td>0.0088</td>
<td>1.8457</td>
<td>1.8537</td>
<td>0.0070</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:04:04</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8313</td>
<td>1.8333</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:04:37</td>
<td>FB66</td>
<td>0.0071</td>
<td>1.8374</td>
<td>1.8446</td>
<td>0.0070</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:04:27</td>
<td>FB66</td>
<td>0.0079</td>
<td>1.8309</td>
<td>1.8379</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:04:56</td>
<td>FB66</td>
<td>0.0068</td>
<td>1.8330</td>
<td>1.8398</td>
<td>0.0060</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:05:09</td>
<td>FB66</td>
<td>0.0196</td>
<td>3.6707</td>
<td>3.6816</td>
<td>0.0029</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:05:23</td>
<td>FB66</td>
<td>0.0071</td>
<td>1.8262</td>
<td>1.8334</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:05:34</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8342</td>
<td>1.8412</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:05:41</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8402</td>
<td>1.8472</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:05:52</td>
<td>FB66</td>
<td>0.0099</td>
<td>1.8427</td>
<td>1.8496</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:06:02</td>
<td>FB66</td>
<td>0.0099</td>
<td>1.8227</td>
<td>1.8296</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:06:08</td>
<td>FB66</td>
<td>0.0098</td>
<td>1.8376</td>
<td>1.8445</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:06:21</td>
<td>FB66</td>
<td>0.0069</td>
<td>1.8433</td>
<td>1.8530</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:06:37</td>
<td>FB66</td>
<td>0.0067</td>
<td>1.8356</td>
<td>1.8423</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:06:04</td>
<td>FB66</td>
<td>0.0099</td>
<td>1.8361</td>
<td>1.8430</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:07:05</td>
<td>FB66</td>
<td>0.0088</td>
<td>1.8311</td>
<td>1.8380</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:07:18</td>
<td>FB66</td>
<td>0.0099</td>
<td>1.8392</td>
<td>1.8461</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:07:32</td>
<td>FB66</td>
<td>0.0098</td>
<td>1.8408</td>
<td>1.8485</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:07:43</td>
<td>FB66</td>
<td>0.0088</td>
<td>1.8423</td>
<td>1.8491</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:07:58</td>
<td>FB66</td>
<td>0.0088</td>
<td>1.8338</td>
<td>1.8407</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:08:09</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8335</td>
<td>1.8406</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:08:21</td>
<td>FB66</td>
<td>0.0057</td>
<td>1.8510</td>
<td>1.8579</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:08:36</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8380</td>
<td>1.8378</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:08:48</td>
<td>FB66</td>
<td>0.0070</td>
<td>1.8257</td>
<td>1.8326</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:08:58</td>
<td>FB66</td>
<td>0.0067</td>
<td>1.8329</td>
<td>1.8397</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:09:07</td>
<td>FB66</td>
<td>0.0071</td>
<td>1.8340</td>
<td>1.8411</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:09:22</td>
<td>FB66</td>
<td>0.0071</td>
<td>1.8346</td>
<td>1.8417</td>
<td>0.0030</td>
</tr>
<tr>
<td>2013-05-30</td>
<td>01:09:32</td>
<td>FB66</td>
<td>0.0099</td>
<td>1.8379</td>
<td>1.8449</td>
<td>0.0030</td>
</tr>
</tbody>
</table>
Here we use Logstash to feed data into Elasticsearch and view in Kibana (all open source).

Kibana offers interactive charts and helps build and identify useful JSON queries.
Kibana (ELK)

- Here we use Logstash to feed data into Elasticsearch and view in Kibana (all open source)
- Kibana offers interactive charts and helps build and identify useful JSON queries
Advantages of the solution

- **Minimal barrier to entry** for proof-of-concept implementations. All that is needed:
  - Existing logging on z/OS (no agents to configure)
  - A Hadoop implementation on the network
  Or:
  - Supported Logstash output (e.g. Elasticsearch/Kibana)
  - Dialog-configured JCL accelerates implementation

- **Comprehensive**: covers most transactional information sources

- **Flexible**: Direct offload with Co:Z or sftp or any preferred file transfer mechanism

- **Scalable**: rely on the inherent capabilities of big data platforms to grow your historical database and identify trends and exceptions
Workbench for Application Development teams
Do your Application Teams measure performance?

- Usually run ‘production like’ tests using some form of automation such as workload simulator
  - Tables and/or databases may not be production size
  - Transaction rates may not reach production levels
- How do you evaluate the results of the run?
  - How many transaction abends did you have?
  - How much CPU did the transactions use?
  - How many transactions exceeded the expected response time?
The typical Application Development process

• Focus is on function not performance
  – But may incorporate known performance orientated practices
• Tools used enable function and often include:
  – Setting of breakpoints
  – Instruction tracing
  – Storage modification
  – File management
• Data sizes
  – Databases and tables sizes may be a small subset of production
    • Minor programming mistake may go unnoticed
    • Full table and/or database scan due to incorrect call
Instrumentation data limitations for developers

- Do not know about it or how it can provide benefit
- May not be granted physical access
- Do not understand how to obtain the various instrumentation data
- Do not understand how to use the information
- Do not know that instrumentation data can extend your unit testing
- Data security issues – sensitive data
- Production test generates thousands if not millions of transactions. Where and how do I start?
- Do not understand the various traces and/or how to relate them to a transaction
- Do not know how to relate all the instrumentation into a single lifecycle view
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Eclipse GUI

- Run reports and follow workflows
- Tabulate list reports and search for outliers
- Export result sets to CSV
- Suitable as a quick “turn-key” implementation for off-z/OS analysis
- For more advanced use cases use the big data offering…
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Eclipse interface for Application Developers

1. Expert creates Workflow Template with pre-determined tasks:
   - Locate and Extract Instrumentation data
   - Create Exception Indexes
   - Run reports
   - Create CSV output for in depth analysis

2. The Application Developer:
   - Runs the task list
   - Reviews Performance and Exception reports
   - Uses CSV output for in depth analysis of performance exceptions
<table>
<thead>
<tr>
<th>Time</th>
<th>Type</th>
<th>Transaction Code</th>
<th>User ID</th>
<th>Input Q</th>
<th>Process</th>
<th>Total Tm</th>
<th>Resp Tm</th>
<th>CPU Tm</th>
<th>Start IMS</th>
<th>FFCalls</th>
<th>TFESAF</th>
<th>ESAF Name</th>
<th>DBName</th>
<th>Comp Code</th>
<th>Rec Count</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013-10-08 17:10:09.284066</td>
<td>CA</td>
<td>FBOAT41</td>
<td>0000309</td>
<td>72.612778</td>
<td>72.612943</td>
<td>72.612943</td>
<td>45.699494</td>
<td>0.004247</td>
<td>2013-10-09 01:10:05.234078</td>
<td>0</td>
<td>5</td>
<td>DBA8</td>
<td>0000000</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-10-08 17:10:15.1276476</td>
<td>CA</td>
<td>FBOAT41</td>
<td>0000310</td>
<td>0.007351</td>
<td>0.008036</td>
<td>0.008036</td>
<td>0.008036</td>
<td>0.004247</td>
<td>2013-10-09 01:15:12.276470</td>
<td>0</td>
<td>0</td>
<td>DBA8</td>
<td>0000000</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-10-08 17:10:15.19.060164</td>
<td>CA</td>
<td>FBOAT41</td>
<td>0000314</td>
<td>16.105197</td>
<td>18.105590</td>
<td>18.105590</td>
<td>11.512383</td>
<td>0.004247</td>
<td>2013-10-09 01:15:19.060177</td>
<td>0</td>
<td>5</td>
<td>DBA8</td>
<td>0000000</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-10-08 17:10:15.45.067320</td>
<td>CA</td>
<td>FBOAT41</td>
<td>0000315</td>
<td>23.369672</td>
<td>23.370071</td>
<td>23.370071</td>
<td>11.582353</td>
<td>0.004247</td>
<td>2013-10-09 01:15:45.067312</td>
<td>0</td>
<td>5</td>
<td>DBA8</td>
<td>0000000</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top 5 LogonTK</td>
<td>Average RespTime</td>
<td>Max RespTime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>------------------</td>
<td>--------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cc9b066a86b2c46b</td>
<td>11.383</td>
<td>60.084</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cc9b065041ba2b0b</td>
<td>40.017</td>
<td>60.071</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cc9b064720ea2359</td>
<td>12.228</td>
<td>60.055</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cc9b067ad080566b</td>
<td>30.011</td>
<td>60.054</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cc9b06421c1c6c6b</td>
<td>11.256</td>
<td>60.052</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TIME</td>
<td>SWFRY</td>
<td>SWFMSNPN</td>
<td>SWFMINBN</td>
<td>SWFMINRS</td>
<td>SWFMINST</td>
<td>SWFMNUF</td>
<td>Tran</td>
<td>Dispatch</td>
<td>UserCPU</td>
<td>Suspend</td>
<td>TaskNo</td>
<td>CICSWait</td>
<td>JVMelap</td>
<td>JVMSusp</td>
<td>QRDisp</td>
<td>QRCPU</td>
</tr>
<tr>
<td>------------</td>
<td>-------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>------</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>--------</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FB66</td>
<td>0</td>
<td>0.002272</td>
<td>0.001785</td>
<td>0.000013</td>
<td>238</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.002272</td>
<td>0.001785</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FB66</td>
<td>1.883815</td>
<td>0.008504</td>
<td>0.000403</td>
<td>239</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.09767</td>
<td>0.04158</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FB66</td>
<td>0.002712</td>
<td>0.002087</td>
<td>0.000064</td>
<td>240</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.002712</td>
<td>0.002087</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>0.001928</td>
<td>0.001297</td>
<td>0.000056</td>
<td>241</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001928</td>
<td>0.001297</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>0.001894</td>
<td>0.001452</td>
<td>0.000067</td>
<td>242</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001894</td>
<td>0.001452</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>0.001894</td>
<td>0.001452</td>
<td>0.000067</td>
<td>242</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001894</td>
<td>0.001452</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>0.001894</td>
<td>0.001452</td>
<td>0.000067</td>
<td>242</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001894</td>
<td>0.001452</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>1.054679</td>
<td>0.007421</td>
<td>0.016494</td>
<td>243</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.07273</td>
<td>0.05079</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>0.002268</td>
<td>0.001740</td>
<td>0.000050</td>
<td>244</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.002268</td>
<td>0.001740</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>1.128904</td>
<td>0.008453</td>
<td>0.000559</td>
<td>245</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.005731</td>
<td>0.004132</td>
<td>0</td>
</tr>
<tr>
<td>2010-10-08</td>
<td>6E</td>
<td>FWTCIC</td>
<td>FWTCIC</td>
<td>113280</td>
<td>0043952C</td>
<td>FBOX</td>
<td>0.000153</td>
<td>0.000127</td>
<td>1.0874.35826</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.000301</td>
<td>0.00031</td>
<td>0.000121</td>
</tr>
</tbody>
</table>
Example: IBM BigInsights - Dashboard
<table>
<thead>
<tr>
<th>TIME</th>
<th>SM101LEN</th>
<th>SM101FLG</th>
<th>SM101RTY</th>
<th>SM101TME</th>
<th>SM101DTE</th>
<th>SM101SID</th>
<th>SM101SSI</th>
<th>SM101STF</th>
<th>ET1</th>
<th>CPU1</th>
<th>ET2</th>
<th>CPU2</th>
<th>Suspend</th>
<th>QWAACSC</th>
<th>QWACDEK</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013-10-08 15:20:08.0910527</td>
<td>0AE4</td>
<td>5E</td>
<td>65</td>
<td>0054929</td>
<td>011281F</td>
<td>FTS3</td>
<td>DBA6</td>
<td>0000</td>
<td>1.607753</td>
<td>0.683055</td>
<td>1.604026</td>
<td>0.632193</td>
<td>0.450049</td>
<td>2013-10-08 15:20:08.0910527</td>
<td></td>
</tr>
<tr>
<td>2013-10-08 15:20:19.2083999</td>
<td>0AE4</td>
<td>5E</td>
<td>65</td>
<td>0054FD80</td>
<td>011281F</td>
<td>FTS3</td>
<td>DBA6</td>
<td>0000</td>
<td>1.510258</td>
<td>0.694794</td>
<td>1.508255</td>
<td>0.693960</td>
<td>0.596318</td>
<td>2013-10-08 15:20:19.2083999</td>
<td></td>
</tr>
<tr>
<td>2013-10-08 15:20:27.551877</td>
<td>0AE4</td>
<td>5E</td>
<td>65</td>
<td>005500C4</td>
<td>011281F</td>
<td>FTS3</td>
<td>DBA6</td>
<td>0000</td>
<td>1.161598</td>
<td>0.678380</td>
<td>1.156063</td>
<td>0.677531</td>
<td>0.337605</td>
<td>2013-10-08 15:20:27.551877</td>
<td></td>
</tr>
<tr>
<td>2013-10-08 15:20:35.973178</td>
<td>0AE4</td>
<td>5E</td>
<td>65</td>
<td>0055040D</td>
<td>011281F</td>
<td>FTS3</td>
<td>DBA6</td>
<td>0000</td>
<td>1.585093</td>
<td>0.658045</td>
<td>1.581180</td>
<td>0.697181</td>
<td>0.752453</td>
<td>2013-10-08 15:20:35.973178</td>
<td></td>
</tr>
<tr>
<td>2013-10-08 15:30:02.338063</td>
<td>0AE4</td>
<td>5E</td>
<td>65</td>
<td>005525FB</td>
<td>011281F</td>
<td>FTS3</td>
<td>DBA6</td>
<td>0000</td>
<td>44.731221</td>
<td>0.710520</td>
<td>1.698161</td>
<td>0.707925</td>
<td>0.537233</td>
<td>2013-10-08 15:30:02.338063</td>
<td></td>
</tr>
<tr>
<td>2013-10-08 15:30:13.445851</td>
<td>0AE4</td>
<td>5E</td>
<td>65</td>
<td>00552A20</td>
<td>011281F</td>
<td>FTS3</td>
<td>DBA6</td>
<td>0000</td>
<td>1.620453</td>
<td>0.668003</td>
<td>1.518761</td>
<td>0.697134</td>
<td>0.850067</td>
<td>2013-10-08 15:30:13.445851</td>
<td></td>
</tr>
</tbody>
</table>
BigData Tooling example: in-depth Analysis

Application teams can then use a variety of available BigData Tooling for in-depth analysis.
Questions?

Complete your session evaluations online at www.SHARE.org/Orlando-Eval
More information

- IBM DB2 and IMS Tools website: www.ibm.com/software/data/db2imstools/

- IBM Transaction Analysis Workbench for z/OS: www.ibm.com/software/data/db2imstools/imstools/trans-analysis/

- Jim Martin, US Representative, Fundi Software: jim_martin@fundi.com.au

- James Martin, US Representative, Fundi Software: james_martin@fundi.com.au

- Martin Hubel, DB2 Consultant, Fundi Software: martin_hubel@fundi.com.au