
z Systems Batch Network Analyzer
(zBNA) Tool - Because Batch is Back!

John Burg

August 11 2015

Session 17558

Insert
Custom
Session
QR if
Desired



© 2015 IBM Corporation

z Systems – WSC Performance Team

2

Trademarks

The following are trademarks of the International Business Machines Corporation in the United States, other countries, or both.

The following are trademarks or registered trademarks of other companies.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any
user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured Sync new parts, or new and serviceable used parts. Regardless, our warranty terms apply.
All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have
achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.
This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to
change without notice. Consult your local IBM business contact for information on the product or services available in your area.
All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained Sync the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.
Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom.
Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.
Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.
Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of
Intel Corporation or its subsidiaries in the United States and other countries.
UNIX is a registered trademark of The Open Group in the United States and other countries.
Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.
IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce.

Not all common law marks used by IBM are listed on this page. Failure of a mark to appear does not mean that IBM does not use the mark nor does it mean that the product is not
actively marketed or is not significant within its relevant market.

Those trademarks followed by ® are registered trademarks of IBM in the United States; all others are trademarks or common law marks of IBM in the United States.

For a more complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtml:

*BladeCenter®, CICS®, DataPower®, DB2®, e business(logo)®, ESCON, eServer, FICON®, IBM®, IBM (logo)®, IMS, MVS, OS/390®,
POWER6®, POWER6+, POWER7®, Power Architecture®, PowerVM®, PureFlex, PureSystems, S/390®, ServerProven®, Sysplex Timer®,
System p®, System p5, System x®, z Systems®, System z9®, System z10®, WebSphere®, X-Architecture®, z13™, z Systems™, z9®,
z10, z/Architecture®, z/OS®, z/VM®, z/VSE®, zEnterprise®, zSeries®



© 2015 IBM Corporation

z Systems – WSC Performance Team

3

Notice Regarding Specialty Engines (e.g., zIIPs, zAAPs and
IFLs):

Any information contained in this document regarding Specialty Engines ("SEs") and SE
eligible workloads provides only general descriptions of the types and portions of workloads
that are eligible for execution on Specialty Engines (e.g., zIIPs, zAAPs, and IFLs). IBM
authorizes customers to use IBM SEs only to execute the processing of Eligible Workloads
of specific Programs expressly authorized by IBM as specified in the “Authorized Use Table
for IBM Machines” provided at:
www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT”).

No other workload processing is authorized for execution on an SE.

IBM offers SEs at a lower price than General Processors/Central Processors because
customers are authorized to use SEs only to process certain types and/or amounts of
workloads as specified by IBM in the AUT.
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zBNA Topics

Capacity Planning Information

Introduction
– What and Why
– SMF 30 field for Max Task CPU%
– Sample flow and reports

What’s New
– SMF 42.6s
– Compression and zEDC

• BSAM and QSAM Candidates
• zBNA Sample Reports
• Alternate Compression

Technical Support and Additional Education
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z Systems Capacity Planning Opportunities:

– Per thread (engine) speed improvements for CMOS CPs is slowing dramatically
• Every CMOS platform is facing this issue
• Future capacity gains will be by adding more CPs rather than much faster CPs
• Enhances need for parallel operation and more reliance on parallel sysplex

– Availability of subcapacity models continues to grow
• Provide capacity as more, slower processors increasing parallelism
• Especially useful in environment with large number of LPARs
• Additional capacity can be acquired in smaller increments
• Receive benefit since Specialty CPs run at full n-way speed

Impact of these trends will most likely be seen first in the

Batch Window



© 2015 IBM Corporation

z Systems – WSC Performance Team

6

Fewer, Faster CPs vs More, Slower CPs
 Fewer, Faster CPs

– High priority workloads see great
benefits

– Have the ability to monopolize a CP
– A high priority workload with lots of

ready thread can dominate the
logical CPs in a partition

– On a migration a previously limited
workload can now use more
capacity

• High Priority work performs better
• Control with WLM resource groups

– LPAR Weight Issues – more LPARs
with logicals with smaller per CP
share

 More, Slower CPs
– More work units are active
– Can limit a task’s throughput
– Increased parallelism
– Limits the impact of a workload

which monopolizes a CP
– Can trade-off slower CP speeds

with a reduction in CPU queue
delay

– Can build LPARs with greater
CP share
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Workload Considerations
Online Transaction

CPU
Queue
Time

IO
Time LOCKS OtherCPU Time

70% 30%

Processor CPU Time Other Time Total

z196-708 .028 .012 .040

zEC12-707 .023 .012 .035

zEC12-611 .036 .012 .048

The real issue is in the batch window where CPU time can be significant,
and CP speed issues can impact elapsed time and job network time
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IBM z Systems Batch Network Analyzer (zBNA)

 IBM z Systems Batch Network Analyzer
– A no charge, “as is” tool to analyze batch windows
– Available to Customers, Business Partners and

IBMers
– PC based, and provides graphical and text reports

• Including Gantt charts and support for Alternate
Processors

 Available on Techdocs
– https://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS5132
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Enhanced SMF 30 Reporting

 APAR OA39629

 SMF 30 function to provide enhanced reporting in the CPU Accounting section

– z/OS 1.12 and above

– Support in subtypes; interval (2, 3), step (4), job(5)

 Highest percent of CPU time used by a single task in the address space in the
interval, step, or job

– SMF30_Highest_Task_CPU_Percent

 Program name associated with the task with the highest percentage of CPU time in
the address space

– SMF30_Highest_Task_CPU_Program

Need SMF 30 Interval recording
to get values in subtype 4s and

5s and thus zBNA reporting
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zBNA Scope of Analysis
 Data Inputs

– Provide Extractor job run on client systems to capture the data
– SMF 70, 72, and 113
– SMF 30 records (subtype 4 for Step info and subtype 5 for Job info)
– SMF 42 records (subtype 6 for DASD Data Set information)
– SMF 14, 15 records (for BSAM/QSAM data set compression information)

 Scope of Analysis
– Scope is primarily single batch window of user defined length
– What if analysis is how that specific batch window would run in a different environment

on an alternate processor
– Single system view

 Tool Filters
– Discovered from the data

• Service classes, job classes, account codes
– Settable by user

• Time Window, CPU Seconds, CPU Intensity, Task Intensity, Exclude Jobs, Key Jobs

 Output
– Save the study (filters, and file names)
– Generate a suite of output reports

Limit the time range to 24 hours for 1 System !
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Why use zBNA?

 Identify Batch Resource Usage
– Filter jobs by attributes like CPU time / intensity, job class, service class, etc.
– Review the resource consumption of batch jobs
– Drill down to the individual Steps to see resource usage and DASD Data Sets used
– Identify job time sequences based on a graphical view

 Help Reduce the “Batch Window” by Identifying Technology Options: CPU, I/O
– Identify candidate jobs for running on different processors
– Identify jobs with speed of engine concerns (top tasks %)
– Perform "what if" analysis and estimate the CPU upgrade effect on batch window
– Identify DASD Data Sets used by jobs, and Top10 DASD Data Sets overall
– Identify BSAM/QSAM Compression candidates and estimate number of zEDC Express

cards
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Typical zBNA Flow

Load the Data

Filter the Jobs
– Graph / Report
– Additional Information

• Load the Step Detail for the Filtered Jobs
• Load the DASD Data Set Detail for the Filtered Jobs
• Load the DASD Data Set Detail for the Top 10 DASD Data Sets

– Create Alternate CPU analysis
• Graph / Report

zEDC BSAM / QSAM Analysis

Save the zBNA File
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zBNA Filtering Capability
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zBNA – Display Graph for Filtered Jobs
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zBNA – Job Details for Filtered Jobs –
Elapsed Time Descending
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zBNA – Step Details for Job M373BDS
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zBNA Alternate Processor Analysis –
z196-711 to z13-708
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zBNA – Some Recent Updates include:

 v1.6.3 – 3/31/15
– Alternate CPU zIIP SMT

 v1.6.2 – 3/6/15
– Alternate Support for zEDC Compression to include estimated DASD space savings

 v1.6.1 – 1/31/15
– Miscellaneous enhancements and fixes

 v1.6.0 – 1/14/15
– z13 Support

 v1.5.1 – 12/12/14
– New Gigabytes by hour graph
– Allow inclusion/exclusion by data sets to drive zEDC graphs

 v1.5.0 – 10/22/14
– Alternate Support for zEDC Compression: I/O, I/O time and CPU delta in table and graphs

See C:\CPSTOOLS\zBNA “zBNAnews.pdf” for
a complete description
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SMF 42.6 DASD Data Set Information
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Filter” BATCHHI Service Class, Jobs M4E07*, >10 sec CPU and >100 sec
Elapsed - Select Job M4E07B1H then (right click) Job Data Set Report
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Job M4E07B1H Job Data Set Report – Sorted in
Total I/O Time Descending
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Job M4E07B1H “Life of a Data Set”
I4E5SEY.M4E57B1S.SOQDVSG.LQGHA
Report

Investigate SMF 64s and consider
increasing LSR / NSR buffers to hold
Index Set and potentially eliminate ~3

Minutes of I/O time
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“Top 10” Data Sets Report
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“Life of a Data Set” (LOADS) Report –
I355.QT.DD33.B - Sorted in Step End Ascending
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“Life of a Data Set” (LOADS) Report –
I355.QT.DD33.B – Sorted in Total I/O Time
Descending

Investigate I/O technology to reduce I/O
Response Times
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What’s New?

BSAM/QSAM IBM zEnterprise Data Compression
(zEDC)
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IBM zEnterprise Data Compression (zEDC)
New data compression offering that can reduce resource usage

What Changes?

It is time to revisit your decisions
about compression.

What is it?

 zEDC Express is an IO

adapter that does high

performance industry standard

compression

 Used by z/OS Operating

System components, IBM

Middleware and ISV products

 Applications can use zEDC via

industry standard APIs (zlib

and Java)

 Each zEDC Express sharable

across 15 LPARs, up to 8

devices per CEC.

 Raw throughput up to 1 GB/s

per zEDC Express Hardware

Adapter vs typical 50 MB a

second in SW

 QSAM/BSAM can save up to 4x
disk space and in some cases
shorten elapsed time, reducing
batch windows.

 Business Partner Data
Exchange can have higher
throughput with lower CPU cost

 Managed File Transfer saves
up to 4x link bandwidth, and up
to 80% elapsed time

 ISV Products deliver expanded
customer value

 Java for z/OS V7R1 accelerates
common compression classes
used by applications and
middleware

 Improved availability with SMF

 Disk Savings: Many people
are already getting value from
CMPSC compression and
software compression today

 Performance: High throughput
alternative to existing z
Systems compression for large
or active files.

 Industry Standard: Low cost
compressed data exchange
across all platforms

 Pervasive: Standard APIs
allow quick adoption by
middleware products running
on z Systems

What is the Value?

New sources of customer value
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QSAM/BSAM Data Set Compression with zEDC - PTF for
APAR OA42195

Reduce the cost of keeping your sequential data online

zEDC compresses data up to 4X, saving up to 75% of your
sequential data disk space

Capture new business opportunities due to lower cost of keeping
data online

Better I/O elapsed time for sequential access

Potentially run batch workloads faster than either uncompressed
or BSAM/QSAM current compression

Sharply lower CPU cost over existing compression

Enables more pervasive use of compression

Up to 80% reduced CPU cost compared to tailored and generic
compression options

Simple Enablement

Use a policy to enable zEDC compressed data sets

Example Use Cases

SMF Archived Data can
be stored compressed to
increase the amount of
data kept online up to 4X

zSecure output size of
Access Monitor and
UNLOAD files reduced up
to 10X and CKFREEZE
files reduced by up to 4X

Up to 5X more XML data
can be stored in
sequential files

The IBM Employee
Directory was stored in
up to 3X less space

z/OS SVC and Stand
Alone DUMPs can be
stored in up to 5X less
space

Disclaimer: Based on projections and/or measurements completed in a controlled environment. Results
may vary by customer based on individual workload, configuration and software levels.
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Large Format Extended Format Generic Tailored zEDC
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QSAM/BSAM zEDC – Value!

Better Elapsed Time
Less Data

Minimal CPU Overhead

Disclaimer: Based on projections and/or measurements completed in a controlled environment. Results
may vary by customer based on individual workload, configuration and software levels.

Extended Format Compressed



© 2015 IBM Corporation

z Systems – WSC Performance Team

30

 zEDC Compression Eligible Criteria for DFSMS BSAM/QSAM Data Sets

– Non-VSAM

– Extended Format or Not Extended Format

– EXCP = NO

– Cannot be Open for Update

– Cannot be Open with EDI processing

– Data Set Size (Initial Allocation) >5 MB (or >8 MB if no secondary allocation)

– Not Compressed (although could convert from Generic/Tailored to zEDC compression)

 Reports

– Top zEDC Compression Candidate BSAM/QSAM DASD Data Sets Report includes:

• Eligible and Extended Format

• Eligible and not Extended Format (needs to be converted to Extended Format)

• Eligible already Compressed (already Extended Format – required by Generic/Tailored
compression)

– Estimate of Number of zEDC Cards Required by Hour for BSAM/QSAM compression

Initial zEDC Compression Reports
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zEDC Analysis



© 2015 IBM Corporation

z Systems – WSC Performance Team

32

zEDC Top Data - with DASD Space MB Savings
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Estimated zEDC Cards Report – SYS1 All Data Sets
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Estimated CPU Savings Report – SYS1 All Data Sets
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Estimated I/O Savings Report – SYS1 All Data Sets
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Estimated Gigabytes/Hour Report – SYS1 All Data Sets
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zEDC Data Set Analysis
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Summary
 CMOS per thread speed concerns will continue to grow and the batch window

will need to be reviewed to ensure seamless growth
– Focus and tune I/O portions
– Parallelize operations

 zBNA provides an easy to use, graphical interface to identify workloads, if any,
which need additional examination

 zBNA can help identify technology options to reduce the Batch Window

 Use the tool and let us know how you like it

– Available from
• www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS5132

– Education Tab has:
• User’s Guide (updated for zBNA 1.6.3)
• Sample Files
• Lab exercise written for zBNA 1.6.3
• Recorded Demo from June 2013
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Thank You for Attending!

zBNA Hands-on Lab

Thur 3:15 PM – Room Asia 5
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Techdocs provides the latest ATS technical
collateral www.ibm.com/support/techdocs



© 2015 IBM Corporation

z Systems – WSC Performance Team

41

Back Up
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DFSMS - BSAM/QSAM Exploitation – PTF for APAR OA42195

 z/OS DFSMS (BSAM/QSAM) introduces a new type of compression (zEDC) for
non-VSAM extended format data sets. This was provided via PTF in z/OS V2R1.

 Customers who don't currently compress their BSAM/QSAM data may take
advantage of the disk space savings available through zEDC compression with
minimal CPU overhead. This allows more information to be kept online at a lower
cost.

 DASD space requirements for BSAM/QSAM data may be reduced

 These savings apply to production storage, to copies of production data at
remote sites, to data on test systems, and to data archived on disk.

 The CPU cost of compressing BSAM/QSAM data may be reduced

When using zEDC compression compared to existing BSAM/QSAM compression
options, disk space savings may vary depending on the compression options
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Lab Tasks


