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Presenter
Presentation Notes
Mainframes require a lot of “Fibre” in their data diet. And the mainframe’s FIber CONnection is the right way to feed these beasts.
The typical topology for FICON communications is a switched point-to-point fiber-optical topology. From the FICON-channel optical port (N_Port) there is a twin fiber-optical connection that transmits and receives fibers from the Node Port (N_Port) to a FICON-switch optical ingress Fabric Port (F_Port). The Fibre Channel serial frame is routed through the switch and exits the FICON switch at another F_Port. Next, there is another twin fiber- optical connection from the FICON switch egress F_Port to the FICON CU N_Port. The reverse communication (CU-to-channel) goes from the FICON CU N_Port to the switch F_Port to the other switch F_Port and then to the FICON-channel N_Port.
Each of these four Fibre Channel ports, the two F_Ports and the two N_Ports in the switched point-to-point topology, checks the serial frame for a number of error conditions and increments its port LESB counter if it detects an error.
This sophisticated connection has many under-the-cover features that, when understood, allow the user to make best use and get the ultimate performance from their I/O infrastructure.
This presentation provides an even deeper look into a few of those Inner Workings and Hidden Mechanisms.
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All or some of the products detailed in this presentation may still be under development and 
certain specifications, including but not limited to, release dates, prices, and product features, 
may change. The products may not function as intended and a production version of the 
products may never be released. Even if a production version is released, it may be materially 
different from the pre-release version discussed in this presentation.  

Nothing in this presentation shall be deemed to create a warranty of any kind, either express or 
implied, statutory or otherwise, including but not limited to, any implied warranties of 
merchantability, fitness for a particular purpose, or non-infringement of third-party rights with 
respect to any products and services referenced herein.  
ADX, Brocade, Brocade Assurance, the B-wing symbol, DCX, Fabric OS, HyperEdge, ICX, MLX, 
MyBrocade, OpenScript, The Effortless Network, VCS, VDX, Vplane, and Vyatta are registered 
trademarks, and Fabric Vision and vADX are trademarks of Brocade Communications Systems, 
Inc., in the United States and/or in other countries. Other brands, products, or service names 
mentioned may be trademarks of others. 

Legal Disclosure 

Presenter
Presentation Notes
Just to make sure that there are no misunderstandings.



Notes as part of the online handouts 

I have saved the PDF files for my presentations in such a way that all 
of the audience notes are available as you read the PDF file that you 
download. 
 
If there is a little balloon icon in the upper left hand corner of the slide 
then take your cursor and put it over the balloon and you will see the 
notes that I have made concerning the slide that you are viewing. 
 
This will usually give you more information than just what the slide 
contains. 
 
I hope this helps in your educational efforts! 
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A deeper look into the Inner Workings and 
Hidden Mechanisms of FICON Performance 

This technical session goes into a fairly deep discussion on some of the 
design considerations of a FICON infrastructure. 

• Among the topics this session will focus on is: 
 Switch Firmware 
 Buffer Credit Flow Control 
 Fabric Congestion, Backpressure and Slow Drain Devices 
 Buffer Credit Starvation 
 Data Encoding, Forward Error Correction and Compression/Encryption 

 
 
NOTE: Please check for the most recent copy of this presentation at the 

SHARE website as I make frequent updates. 
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Presenter
Presentation Notes
Today’s agenda



This Section 

• Switch Firmware 
• Hardware Support 
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Switch Firmware 

• If a chassis is the body of a switch then the central                                  
processing unit (CPU) is the brain and the firmware                                       
code is the intelligence residing within that brain on that switch.   

• It is the firmware that issues requests out to the rest of the “body” and then 
monitors and reacts to all of the “sensory information” coming back in to it 

Switching devices run it – and it evolves as technology evolves! 
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• Each switch must have an appropriate release of firmware intelligence in 
order to run all of the features and functions of the switch:   
 Brocade’s firmware is called Fabric Operating System or Fabric OS or more 

commonly just FOS. 
 Cisco’s firmware is called Nexus Operating System (NX-OS) or NxOS. 

• Current FICON Firmware:  Brocade – FOS 7.4.0a 
                         Cisco      – NxOS 6.2(11c)  

• Both vendors firmware is used to control the features and functions of their 
FC and IP SAN products.  It is how vendors deliver choice and solutions to 
customers across multiple generations of products.  In a nutshell, firmware 
helps a switch do what it is supposed to do! 

Presenter
Presentation Notes
Firmware enables the reliable, high-performance data transport that is crucial for interconnecting thousands of servers and storage devices within a fabric. 



Previous Generations of IBM Mainframes 

• z9 is not supported on Brocade or Cisco at current firmware releases! 

• z9 was supported by Brocade FOS in Sept 2007 
 For Brocade, FOS 5.3 was the first FOS to support z9 
 For Brocade, FOS 7.2.1d is the last FOS to support z9 
 For Cisco, NxOS 6.2(5a) is the last NxOS release to support z9 

• There are now FOS and NxOS releases beyond those above 

 

End-of-Life For Switch Support Information 

Be very careful of what mainframes are active in your environment and choose the 
appropriate release of vendor firmware that fully supports all those devices when 

attached to an I/O infrastructure fabric. 
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• z10 is not supported on Brocade or Cisco at current firmware releases! 

• z10 was supported by Brocade FOS in June 2008 
 For Brocade, FOS 6.1.0c was the first FOS to support z10 
 For Brocade, FOS 7.3.1b is the last FOS to support z10 
 For Cisco, NxOS 6.2(5a) is the last NxOS release to support z10 

• There are now FOS and NxOS releases beyond those above 

Presenter
Presentation Notes
IBM decides when to quit qualifying mainframes and devices as vendors bring new switch firmware for them to get qualified for FICON.



This Section  

• How FICON uses Buffer-to-Buffer Credits 

• Determining Buffer Credits Required 
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Presenter
Presentation Notes
Buffer credits, also called buffer-to-buffer credits (BBC) are used as a flow control method by Fibre Channel technology and represent the number of frames a port can store.
Each time a port transmits a frame that port's BB Credit is decremented by one; for each R RDY received, that port's BB Credit is incremented by one. If the BB Credit is zero the corresponding node cannot transmit until an R_RDY is received back.
The benefits of a large data buffer are particularly evident in long distance applications, when operating at higher data rates (2Gbps, 4Gbps, 8Gbps).



FICON Channel Card Buffer Credits (BBC) 
FICON Express8  

 40 Buffer Credits per FX8 port 
– 11.0km @ 16G full frame / port  (2048 bytes) 
–   5.3km @ 16G half frame / port (1024 bytes) 
–   4.6km @ 16G 870 byte payloads 

4 ports 

 40 Buffer Credits per FX8S port 
 90 Buffer Credits per FX16S port 

– 11.0km @ 16G full frame / port  (2048 bytes) 
–   5.3km @ 16G half frame / port (1024 bytes) 
–   4.6km @ 16G 870 byte payloads 

FICON Express8S and 16S  

2 ports PCIe 
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Presenter
Presentation Notes
When IBM introduced the availability of FICON Express8 channels, one very important change was the number of buffer credits available on each port per 4-port FICON Express8 channel card. While FICON Express4 channels had 200 buffer credits per port on a 4-port FICON Express4 channel card, this changed to 40 buffer credits per port on a FICON Express8 channel card. Organizations familiar with buffer credits will recall that the number of buffer credits required for a given distance varies directly in a linear relationship with link speed. In other words, doubling the link speed would double the number of buffer credits required to achieve the same performance at the same distance.
16Gbps FICON Express16S CHPIDS possess 90 buffer credits per port that can support up to 10km of distance for full-frame size I/Os (2KB frames). But what happens if an organization has I/Os with smaller than full-size frames? The full link utilization distance supported by the 90 buffer credits would decrease. It is likely that the distance supported will decrease to 5km or less.
A switched architecture allows organizations to overcome the buffer credit limitations on the FICON Express16S channel card. Depending upon the specific model, FICON directors and switches can have thousands of buffer credits available per port for long-distance connectivity. 



Switch thinks, “OK, I 
I can send 90 frames 
    to the CHPID and  
250 frames to DASD.” 

Host thinks,  
“Good, I can send 
      8 frames to this 
        F_Port.” 

• At initialization, the 2 ports on each side of a link establish BBC counts: 
 Receiver tells the transmitter the number of frames the receiver can handle 

• Each port on different ends of the link can support different BBC values: 
 BBC does not have to be symmetrical (but do make ISLs symmetrical!) 

• If a port does not have a buffer credit available, it cannot send a frame: 
 Buffer Credit Count has reached zero on the Transmitter (tx) 

• This Mechanism provides the frame’s flow control and limits frame drops 

Buffer-to-Buffer Credits (BBC) 
How they get set  -  same for FCP and FICON 

Credit Count 
8 

Credit Count 
90 

Credit Count 
250 

DASD thinks,  
“Good, I can send 
 8 frames to the 
          Switch.” 

Credit Count 
8 
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Presenter
Presentation Notes
The way BB credits work is each port has a configured number of buffers to receive and temporarily store frames as they are received. Depending on the hardware and firmware, the number of “receive buffers” may be a fixed value, or the number can be configured by the user. 
When ports log into each other during initialization, they exchange communication parameters. The key parameter, which is the focus of this discussion, is the number of BB credits. Each port tells the other port across the cable how many “receive buffers” it has. Each receive buffer equals one BB credit. So, if a port has 8 receive buffers to store frames, it will then tell the transmitting port on the other side of the cable that it has 8 BB credits. 
Note that each port tells its counterpart port its number of BB credits, and each port can have a different value. For example, as two ports log into each other, one port may say it has 8 BB credits, and the other port may say it has 90 BB credits. 
Each port is required to store this BB credit information in a counter, and use it as the port-to-port flow control mechanism. If a port has been told that the port on the other side of the cable has 8 BB credits, then that port can only transmit 8 frames before it needs an acknowledgement from the receiving port. 



Buffer to Buffer Credits 

• Each and every frame requires up to 2,148 bytes of BBC memory in order to store 
the frame just before it is sent across the link to the receiver 

• Actual frame sizes vary widely but, when stored in BBC memory, always consume a 
full buffer credit 

Buffer Credit Memory is always 2,148 bytes but BBCs vary in size 
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Presenter
Presentation Notes
RDR = Remote Data Replication (an FCP application between storage arrays)
CMF = Command Mode FICON
zHPF = z System High Performance FICON

On the receiving port, as a frame is received, it is placed into a buffer (memory) that is always sized to hold the largest possible frame (2,148 bytes). If a second frame is received, it is placed into a second buffer. 



Buffer-to-Buffer Credits 

• After initialization, each port knows how many buffers are available in the 
queue at the other end of the link – the transmitter is controlled by this 
 This value is known as Transmit (Tx) Credit 
 The purpose is to keep the transmitter from overrunning the receiver 

Buffer-to-Buffer flow control 

CHPID (16 Gbps) F_Port (16 Gbps) 
Sw DMN 1 

Frames 
R_RDYs 

16Gbps CHPID 
has 90 BCs 

16Gbps F_Port 
has 8 BCs 

Tx Credit 8 7 6 5 4 3 2 1 Tx Credit 90 0 

FICON Fiber Cable 

1 2 3 4 5 6 7 8 

Q Q Receiver Receiver 

F_Port BCs 
held in the CHPID 

N_Port CHPID BCs 
held in the F_Port 
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Presenter
Presentation Notes
The receiver on each end of a cable connection transmits to its opposite transmitter the number of frames that it can receive. The transmitter stores that information and then uses it as it sends frames to the receiver on the other end of the cable.
As the port processes the frames and moves them on to the next step in the destination, it releases the buffer, and sends an R_RDY or a VC_RDY acknowledgement to the transmitting port. When the transmitting port receives the acknowledge, it increments the BB credit count by 1. 



• Tx Credit is decremented by one for every frame sent from the CHPID 

CHPID (16 Gbps) F_Port (16 Gbps) 
Sw DMN 1 

Frames 
R_RDYs 

16Gbps CHPID 
has 90 BCs 

16Gbps F_Port 
has 8 BCs 

Tx Credit 8 7 6 5 4 3 2 1 Tx Credit 90 0 1 2 3 4 5 6 7 8 

Q Q 

•  No frames may be transmitted after Tx Credit reaches zero 
•  Tx Credit is incremented by one for each R_RDY received from F_Port 

Data Frames 
On to 
End 

Device 
Receiver Receiver 
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Buffer-to-Buffer Credits 
Buffer-to-Buffer flow control 

Presenter
Presentation Notes
When a port transmits a frame, it decrements its BB credit count by 1. 
Using the example of an initial BB credit count of 8 — as the first frame is transmitted; the BB credit count is decremented to seven. If a second frame is transmitted, the count is decremented to six. And so on, until the BB credit count reaches 0. Then, all transmissions to the remote port will stop. In order to transmit more frames, the transmitting port must receive an R_RDY or VC_RDY acknowledgment from the receiving port. 
On the receiving port, as a frame is received, it is placed into a buffer. As the port processes the frames and moves them on to the next step in the destination, it releases the buffer, and sends an R_RDY/VC_RDY acknowledgement to the transmitting port. 
When the transmitting port receives the R_RDY, it increments the BB credit count by 1. 




   R_RDY or 
   VC_RDY 
  Acknowledgements 
  (Acks do not use BBCs) 

Start Of 
Frame x  

16 Gbps Link running more like an 8 Gbps Link  

   R_RDY or 
   VC_RDY Acks 

SOFx  
Well Running 16 Gbps Link Ample BB Credits 

2 Gbps Link 
SOFx  

   R_RDY or 
   VC_RDY Acks 

8 x less BB Credits, still ample 
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Buffer-to-Buffer Credits (BBC) 
An Example Showing Several Buffer Credit Deployment Scenarios 

If 870 bytes. requires 
.82 km/frame 

•   4 Gbps, 870 byte frames, require .41 km of link distance/frame  
•   8 Gbps, 870 byte frames, require .20 km of link distance/frame  
• 16 Gbps, 870 byte frames, require .10 km of link distance/frame  

Presenter
Presentation Notes
Each of the frames above are exactly the same size. Faster links require shorter line distance to hold the frame. So on a fiber cable the frame distance is shorter and shorter the higher the link rate gets.s
If not enough buffer credits are allocated the link gets starved for data. This starvation is in the form of cable distance that contains no frames.
VC_RDY is a Brocade® proprietary version of R_RDY used with Virtual Channels (VC) technology. a



This Section 

• Congestion and Backpressure Overview 
• Slow Draining Devices 
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Road 
can handle up to 800 cars/trucks per minute 

at the traffic speed limit 

Road 
can handle up to 800 cars/trucks per minute 

at the traffic speed limit 

Congestion and Backpressure Overview 

• Congestion occurs at the point of restriction 

• Backpressure is the effect felt by the environment leading up to 
the point of restriction 

These two conditions are not the same thing 

I will use an Interstate highway example to demonstrate these concepts 
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Presenter
Presentation Notes
Storage Networking Congestion occurs when a link or node is carrying so much data that its quality of service deteriorates. Typical effects include queueing delay, frame loss or the blocking of new connections.
Backpressure is the build-up of data in a FICON link if the buffers are full and incapable of receiving any more data; the transmitting device halts the sending of data frames until the buffers have been emptied and buffer credits are once again available to be used.



Congestion and Backpressure Overview 
• No Congestion and No Backpressure 
 The highway handles up to 800 cars/trucks per minute and less than 

800 cars/trucks per min are arriving 

• Time spent in queue (behind slower traffic) is minimal 
 Traffic is flowing very well 

Road 
can handle up to 800 cars/trucks per minute 
so the traffic can run up to the speed limit 

Road 
can handle up to 800 cars/trucks per minute 
so the traffic can run up to the speed limit 

No Congestion and No Backpressure 

10am – 3pm 
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Presenter
Presentation Notes
Comparing congestion and backpressure to a 4-lane highway system, this model shows a system that is accommodating all of the traffic and no congestion or backpressure is occurring.



• Congestion 
 The highway handles up to 800 cars/trucks per minute and more than 

800 cars/trucks per min are arriving 

• Trip time (Latency) and vehicle spacing (BBCs consumed) increases  
 No more vehicles can be placed onto this road 

• Backpressure is experienced by cars slowing down and queuing up 

Congestion and Backpressure Overview 

Congestion and Backpressure 
Road 

can only handle up to 800 cars/trucks per minute 
so traffic speed reduced (congested) 

Road 
can handle up to 800 cars/trucks per minute 

so the traffic is running at the speed limit 

3pm – 6pm 

18 

Presenter
Presentation Notes
Congestion and its resulting backpressure occur when a link is asked to handle more frames per second than can actually be processed by that link.
Congestion and backpressure can occur on just the read or the write link of a channel path or on both the read and write links concurrently.



Slow Draining Devices can also jam up a path 

• Slow draining devices are receiving ports that cannot accept the amount 
of data flowing to them so they actively respond to slow down the link: 
 They do not return Buffer Credit acknowledgements at link rate 
 Data flowing to these devices use up all the BBCs along the path 
 Finally the transmitter runs out of buffer credits – cannot transmit the next frame 
 It will only send a frame after an acknowledgement is received – gets 1 BBC 
 I/O on the data path is now running only at the speed of the slow draining device 

• It is very important to note that this slow down can spread into the fabric 
and can affect unrelated flows in the fabric trying to use common links 

• What causes slow draining devices? 

• The most common cause is within the storage device, CHPID or the 
server itself.  

• It often happens because a target port has a slower link rate (e.g. 2G, 4G, 
8G) than the I/O source port (e.g. 4G, 8G, 16G) or the Fan-In from the rest 
of the environment overwhelms the target port. 
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Think about police cars, side-by-side, going 55 MPH, slowing all traffic 

Presenter
Presentation Notes
Slow Drain Device is the term used to describe the occasion when we have several ports trying to communicate with each other, and when the total throughput is higher than what that receiving port can handle. This can happen on storage ports, switch ports and ISLs. When designing a storage network it is important to consider the possible traffic patterns to determine the possibility of oversubscription, which may result in degraded performance.
Oversubscription of an ISL may be overcome by adding one or more parallel ISLs. Oversubscription to a storage device may be overcome by adding another adapter to the storage array and connecting into the fabric.
When oversubscription occurs, it leads to a condition called congestion. When a node is unable to utilize as much bandwidth as it would like to, due to contention with another node, then there is a congestion. A port, link, or fabric can be congested. And congestion almost immediately leads to backpressure.
A Slow Drain Device then is a device that does not accept frames at the rate generated by the source. 
In the presence of slow devices, Fibre Channel networks are likely to lack frame buffers, resulting in switch port credit starvation and potentially choking Inter-Switch Links (ISLs).



 This is potentially a very poor performing, infrastructure! 
 DASD is about 90% read, 10% write.  So, in this case the "drain" of the pipe is the 8Gb 

CHPID and the "source" of the pipe is the 16Gb storage port. 
 The Source can out perform the Drain! 
 This can cause congestion and back pressure towards the CHPID. The switch port 

leading to the CHPID becomes a slow draining device. 
 Let us look at this process in more detail! 

16G  Source 8G Drain 

Slow Draining Devices – 16G DASD 
16G DASD is available today – implementing it could cause slow drains! 
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16 Gb 
 link rate 

8 Gb  
link rate 

16 Gb 
ISL 

z System 

8G 16G 

DASD 

16G 
FICON 
Director 

Presenter
Presentation Notes
This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.
When executing I/O there is an I/O source and an I/O target. For example:
For a DASD read operation the DASD array would be the I/O source and the CHPID (and application) would be the target.
You should always try to ensure that the target of an I/O has an equal or greater data rate than the source of the I/O.
Example of doing Bad I/O: Using a 8G CHPID ultimately connected to an 16G DASD array – the DASD I/O source (16G) is faster than the I/O target (8G).  Performance can be negatively impacted. 
The source can deliver I/O faster than the target receiver can accept that data. Backpressure (using the buffer credits on the switching ports and the target device) can build to the point that all BCs are consumed and all I/Os from that CHPID (potentially servicing many LPARs and applications) must wait on R_RDYs from the slower 8G CHPID.



16 Gb 
 link rate 

8 Gb  
link rate 

16 Gb 
ISL 

z System 

8G 16G 

16G 
DASD 

 The is a simple representation of a single CHPID connection 
 Of course that won’t be true in a real configuration and the results 

could be much worse and more dire for configuration performance 

Source Drain 

Congestion and Back Pressure (watch out for ISLs!) 

Once an ISL begins ingress port queuing then quite a bit 
more backpressure can build up in the fabric because so 

many applications are depending on that ISL link 
Q Q Q Q 

Q Q 
Q 

Start 16G I/O 
Exchange 

4 G
bps 

4 G
bps 

8 G
bps 16 G

bps 

Q 

Q 
Buffer Credit 
queuing will 
create back- 

pressure on the 
channel paths. 

Now an 8G I/O 
Exchange 

Data is being sent 
faster than it can 
be received so 

after the first few 
frames are received 

queuing begins. 

The Bottleneck Starts Here! 
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Too many customers will be putting 16G DASD onto 8G CHPIDs (slow drain) 

The reason that 
this is not more 
of a problem is 
because DASD 
I/O is “bursty” 

Presenter
Presentation Notes
The issue is usually much worse than a single slide can ever prepare you for.
The above attempts to demonstrate how a single congested link (or slow draining device) can negatively impact a fabric’s performance.



 4G tape WILL BE a slow drain – Tape is about 90% write and 10% read on average 
 The FX8S/16S using Command Mode FICON can transfer (write) ~620MBps 
 BUT… a 4G Tape interface handles only about 380MBps (400MBps * .95 = 380MBps) 
 AND…the maximum bandwidth 4G tape needs to accept and compress is 504 MBps         

(at 2:1 compression) for Oracle (T10000D – 252 MBps head speed) and about 500 
MBps (at 2:1 compression) for IBM (TS1140 – 250 MBps head speed) 

 So a single CHPID attached to a 380 MBps, 4G physical tape interface: 
 Can stream ONLY 1 IBM tape/CHPID  (620 / 380 = 1.63) - poor compression on 1 
 Can stream ONLY 1 Oracle tape/CHPID (620 / 380 = 1.63) - poor compression on 1 

620MBps for  
“Write” I/O 

Needs about 500 MBps 
2:1 Compression 
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4 Gb 
 link rate 

16 Gb  
link rate 

16 Gb 
ISL 

z13 
FX16S 

16G 4G 

FICON 
Director 

FICON 
Director Tape 

Physical Tape Drives in a Fabric 
A Different Set of Considerations 

BUT… 
If 8G Tape runs 

at 500 MBps (2X) 
it will take 1 GBps 

to feed it and the best 
CHPID is <= 620 MBps 

so compression 
ratio will be low 

and maybe Start/Stop! 
380 MBps 

Drain 
Source (~620 MBps max write bandwidth) 

Presenter
Presentation Notes
Tape and DASD do not act the same even though they are both storage devices.
You must think about them differently and deploy them differently to meet performance and reliability objections within your enterprise.
This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.
When executing I/O there is an I/O source and an I/O target. For example:
For a tape write operation the CHPID (application) would be the I/O source and the tape drive would be the target.
You should always try to ensure that the target of an I/O has an equal or greater data rate than the source of the I/O.
Example of doing Good I/O: Using an 8G or 16G CHPID ultimately connected to a 4G tape device – the tape drive I/O source (4G) is slower than the I/O target (8G/16G).  However, performance is affected because the tape drive will do compression of the data before it moves that data onto the tape head. It is generally thought to be 2:1 compression.
In this case the 4G link itself can only handle about 380 MBps but the tape head can handle 250 MBps of compressed data so the data path should have at least 500 MBps of data to give to it – and the 4G link cannot do that (only 380MBps).
So a CHPID can really only run 1 tape drive and this logic suggests that the compression of the tape will not be 2:1 as it will be limited by the data rate of the link.
16G tape will exacerbate the problem.



This Section  

• Determining How Many Buffer Credits 
Are Required 

• RMF Reports for Switched-FICON 
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Buffer Credits – required on every FC link! 
Why FICON Never Averages a Full Frame Size 

• There are three metrics that are required to determine the number of buffer credits 
required for a link – absolutely necessary for ISL links of long length: 
 The speed of the link (pretty easy to figure out) 
 The cable distance of the link (DWDM can make this harder to obtain) 
 The average frame size (historically, the most difficult metric to determine) 
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• Average frame size is the hardest to determine – compression can even change it! 
 RMF 74-7 records or the portbuffershow CLI command – find Avg. Frame Size (Tx) 
 You will find that FICON just never averages full frame size 
 Below is a simple FICON 4K write that demonstrates average frame size 

Presenter
Presentation Notes
For Command Mode FICON  a customer will often find that their DASD I/O average frame size is 1k or less
z/OS disk workloads very rarely produce full channel frames (4K writes create an average frame size of 869 bytes).  
The RMF 74-7 record has a field called Frame pacing delay.  Any non-zero value in there is an indication of bb credit starvation occurring on that port during an RMF reporting interval.  
There is a formula for determining the optimal number of BB credits.  The factors that go into it are distance (frame delivery time), processing time at the receiving port, frame size being transmitted, and link signaling rate.  You wind up with:

    optimal # credits=       (Round_trip_time)+Receiving_port_processing time)
                                                    Frame_Transmission_time




Buffer Credits really needed for ISLs over distance! 
The Impact of Average Frame Size on Buffer Credits – example is 50 km 
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Presenter
Presentation Notes
There is a significant difference between a “full” frame using 80 BCs and the average DASD write frame size of 870  bytes which would require more than twice as many BBCs over the same distance.



Obtaining the best FICON reporting 
Obtain RMF reports on the switched-FICON infrastructure 

• Long ago IBM made a decision that 
any resource that could impact 
performance and I/O predictability 
must be reported on by RMF. 

• One such impactful resource is buffer 
credits. 

• However, IBM chose to only report on 
buffer credits within RMF when 
switches are deployed to handle the 
I/O infrastructure. 

• So a user must deploy switched-
FICON and then that user can deploy 
and enable the CUP feature in order 
to get this data into RMF: 
 RMF 74-7 records 

Control Unit Port (CUP) 
provides users with an ability to 

monitor and manage FICON 
fabrics and cascaded fabrics. 
RMF, Systems Automation. 

  Also, some z/OS functions 
use CUP for communications 

and control. 
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Presenter
Presentation Notes
As mainframes have grown, monitoring resources to provide peak performance has become increasingly complex. Resource Measurement Facility (RMF) provide tools for performance measurement and management for a single z/OS system or a system complex of z/OS systems.
CUP, or Control Unit Port is a holdover from ESCON Directors. In a FICON environment, CUP allows for in-band management and device statistics reporting. This opens the door to FICON Director Performance metrics reported out via the RMF 74-7 record, more commonly known as the FICON Director Activity Report.
The CUP functionality is used for reporting hardware errors up to z/OS (Helpdesk), blocking and unblocking ports via the PDCM (Prohibit Dynamic Connectivity Mask) and for monitoring performance. When switched FICON was being engineered, IBM wanted to make certain that its mainframe customers would have a consistent look and feel between ESCON and FICON, including the CUP functionality.
In a FICON environment, CUP is primarily used for in-band management of the FICON Directors. Host based management programs manage the FICON Directors/switches using CUP protocol by sending commands to the emulated control device implemented in HCD. A FICON Director or switch that supports CUP can be controlled by one or more host based management programs or Director consoles. Control of the FICON Directors can be shared between these options. There are more than 39 CUP commands, or channel command words (CCWs), for monitor and control of the FICON Director functions. The CUP function and command set are defined in an IBM proprietary document “FICON Director Programming Interface”, also commonly referred to as the CUP specification. CUP commands are oriented towards management of a single switch, even though the use of CUP in a cascaded FICON environment is fully supported.



• CUP code is part of a switches firmware: 
 Used to provide FICON Director Reports in RMF (buffer credits, frame size, etc.) 
 Used for in-band communication with Systems Automation 
 Supports Prohibit Dynamic Connectivity Mask (PDCMs) 
 Supports Dynamic Channel Path Management (DCM) 
 Provides Service Information Messages (SIM) to the z/OS console for 

FICON device hardware failures 
 Provides CUP Diagnostics support 
 Supports IBM’s z/OS Health Checker 

• Since each vendor writes their own CUP code they have complete 
freedom to provide capabilities such as RMF Reporting and CUP 
Diagnostics as well as providing enriched support for IBM’s zHealth Check 

• It is recommended that every FICON switch should have CUP enabled 

Switched-FICON Lets You Use CUP 
Control Unit Port Is A Great Tool for FICON 
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CUP provides an in-band management interface, first created by IBM, that defines the Channel Command Words (CCWs) that the FICON host can use for managing a FC or ESCON switch. The protocol used is the IBM version of the ANSI FC-SB3 single-byte command code specification, which defines the protocol used for transporting CCWs to the switch, and for the switch to direct data and status back. The CUP is an optional licensed feature. 
The CUP provides an interface for host in-band management and collection of FICON director performance metrics using the RMF 74-7 record, more commonly known as the FICON Director Activity Report. Host-based management programs manage the FICON directors and switches by sending commands to the switch Control Unit defined in the IOCDS and Hardware Configuration Definition (HCD). A FICON director or switch that supports CUP can be controlled by one or more host-based management programs or director consoles. Control of the FICON directors can be shared between these options. There are 39 CUP commands, or CCWs, for monitoring and control of the FICON director functions. CUP commands are oriented towards management of a single switch, even though the use of CUP in a cascaded FICON environment is fully supported.



Fabric with 
zHPF Enabled 

Indicator of 
Potential Buffer Credit 

Starvation 

RMF 74-7 FICON Director Activity Report 

Average Frame 
size Rx and Tx 
(buffer credits) 

Indicator of how relevant 
Pacing Delay and Avg. 

Frame Size is to performance 
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FICON Director Activity Report:
Physical port address in hex.
What that port is attached to: CHP=CHPID; CU=Storage Control Unit; SWITCH=Switch ISL; CHP-H=CHPID that can talk to the CUP report to pull RMF statistics
The port and/or CU ID or CHPID ID that is using this port
Average Frame Pacing Delay: Like to see it zero. Each number increment means that the transmitter on this port ran out of buffer credits for at least 2.5 microseconds. The larger the number in this column the more of a performance problem is being felt. Zero does not indicate that BCs did not go to zero just that it never went to zero for 2.5 ms or longer.
Average Read Frame size
Average Transmitted Frame size
Read Bandwidth for this interval on this port
Write Bandwidth for this interval on this port
Error Count: Some type of error may be occurring but user will have to check their syslog to see what the actual error is. Like to see this as always zero.
In the header info is Interval: hh:mm:ss
RMF data is created on the mainframe as often as is specified in the interval. In this case every 15 minutes. This is a global setting so all RMF reports are created on this interval boundary. After the statistics are pulled the counters are reset to zero. So everytime a report is produced these are the delta numbers – this is what happened during the last interval and nothing else.
Cycle: What degree of granularity is desired in the reporting. In this case the cycle is 1 second reporting.



Buffer Credit Starvation 
Detecting Problems such as Buffer Credit Starvation 

Produce the FICON Director Activity Report by creating the RMF 74-7 records,  
but this is only available when utilizing switched-FICON! 
• Running Control Unit Port (CUP) per switching device allows RMF to access the CUP 

port – always x”FE” – to provide switch statistics back to RMF at its request 
 
 
 
 
 

 
 

 
• Analyze the column labeled                                                                                                                      

AVG FRAME PACING for non-zero                                                                                                           
numbers. Each of these represents                                                                                 
the number of times a frame was                                                                                                                
waiting for 2.5 microseconds or                                                                                            
longer in its port but the BBC count was at zero so the frame could not be sent 
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Presenter
Presentation Notes
In order to determine the average frame size of the data traversing across any particular port of a FICON fabric – AND – in order to know that you have provisioned enough buffer credits on your FICON ports, you will need to get RMF to create a “FICON Director Activity Report”. This can only be done if Control Unit Port (CUP) is enabled and active on each of the FICON switching devices.
CUP also allows Systems Automation using the IOOPs module to monitor and control FICON switching devices from the MVS console. This is how you would receive FICON fabric FRU failure alerts for example.



FICON Director Activity Report With Frame Delay 

Fabric with zHPF Enabled 

Using Buffer Credits is how 
FC does Flow Control, 

also called “Frame Pacing” 

Indicators of Buffer Credit Starvation 

In the last 
15 minutes 

This port had a 
frame to send 

but did not 
have any 

Buffer Credits 
left to use 

to send them. 
 

And this 
happened 
270 times 
during the 
interval. 

And this is  
an ISL Link! 
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Link Utilization was Moderate 
so this should get our attention! 
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FICON Director Activity Report:
Pretty self-explanatory.
An ISL (switch) port had to hold frames for longer than 2.5 microseconds before it could transmit them 270 times over a 15 minute interval.
When we check the relevance of the number we see that the link was indeed pretty well utilized during that 15 minute period so the pacing delay is relevant.
The user will want to check other time periods, especially peak periods, to see if this continues or if it was an aberration.
If there is a trend then the user will do some troubleshooting to see if this is caused by a slow draining device or insufficient buffer credits or some other factor.



Frame Delay Does Not Mean There Is A Problem 
Check for C3 Discards and Frame Delay 

• When experiencing performance problems that might be BBC related: 
 Correlate “time at zero buffer credits” along with Class 3 (C3) discards 
 C3 discard: a port cannot deliver a frame before the Hold Time is exceeded 

• Often as long as 500 milliseconds (ms) or half a second 
 When the hold time value is exceeded then that frame is dropped from the port 

by the switch port and the I/O must be re-driven – too many of these is BAD! 
 One of the reasons for C3 discards to occur is running out of buffer credits. 
 Fabric congestion could also result in this situation. 
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• Other CLI commands are available to provide additional information that 
will be useful when determining if real buffer credit issues exist. For 
Brocade: 
 portstatsshow 
 framelog 
 porterrshow 

• So a user can pretty easily figure out if there is a potential problem             
(e.g. BBC at zero for longer than 2.5µs) or a really big problem (e.g. C3 
discards occurring at 200-500 milliseconds) but not too much in between! 
That “in-between” 2.5 µs and 500 ms takes some real troubleshooting! 

Presenter
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If a port is running close to or at zero buffer credits it is not an indication that there is a problem, and by itself it is NOT an indication of a problem in the fabric. 
If a user’s fabric environment has been optimized, then time at zero buffer credits can simply mean that the link is being fully utilized.
Class 3 frames can be discarded due to timeouts or invalid or unreachable destinations. This counter increment during normal operation. 
It can also be used to show the effect of port congestion, which means that a DID port suffers a buffer full condition and cannot accept any more frames. 
This should be a fairly rare condition.



This Section  

• Data Encoding 

• Forward Error Correction (FEC) 

• Compression and Encryption on ISLs 
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E-of-F S-of-F 

Payload Area of Frame – up to 2112 bytes of data 

8b/10b (since 1950s but patented in 1983) 

Data Encoding – Patented by IBM 
8b/10b compared to 64b/66b 

 1/2/4 and 8Gbps will always use 8b/10b data encoding 
 10Gbps and 16Gbps will always use 64b/66b data encoding 

8bit BYTE 
c111c11111 

8bit BYTE 
c111c11111 

8bit BYTE 
c111c11111 

8bit BYTE 
c111c11111 °°° 

8b/10b: Each 8 bit Byte becomes a 10 bit Byte or ~20% overhead 

E-of-F S-of-F 

Payload Area of Frame – up to 2112 bytes of data 

64b/66b (available since 2003) 

8 BYTEs 
cc◊◊◊◊◊◊◊◊ 

8 BYTEs 
cc◊◊◊◊◊◊◊◊ 

8 BYTEs 
cc◊◊◊◊◊◊◊◊ 

8 BYTEs 
cc◊◊◊◊◊◊◊◊ °°° 

64b/66b: Two check bits are added after every 8 Bytes or  ~3% overhead 
•At the end of every 32, eight byte groups, we have collected 32 hi-order ck bits 
•This is a 32 bit check sum to enable Forward Error Correction to clean up links 
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In contrast to the 1, 2, 4 and 8Gbps FICON link speeds which use 8b/10b encoding schemes, the 16Gbps data links and the 10Gbps and 16Gbps ISL links use a 64b/66b encoding scheme. 
When the 16G (Gen 5) technology came into general use, it provided some technical improvements and value and not just a bump in data rate.



Forward Error Correction (FEC) 

• 16 Gbps devices can recover from   
bit errors on a 10 Gb or a 16 Gb data 
stream (64b/66b encoding) 

• Corrects up to 11 bit errors per each 
2,112 bits in a frame transmission: 
 Makes as many as 11 bit corrections 

per each 264 bytes of frame data 

• Almost like adding additional power 
(db) to a link 

• Each vendor of 16 Gbps devices           
can decide how they want, or do             
not want, to support FEC on their 
interfaces 

Enhances transmission reliability and thus performance 
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FEC allows FICON channels to operate at higher speeds, over longer distances, with reduced power and higher throughput, while retaining the same reliability and robustness that FICON has traditionally been known for. 



Forward Error Correction (FEC) 

• FEC allows FICON channels to operate at higher speeds, over longer 
distances, with reduced power and higher throughput 

• Those paths retain the same reliability and robustness that FICON has 
historically been known to provide at slower data rates 

• FEC is for ISLs, 16G channels and also for IBM DS8870 DASD currently: 
 EMC, HDS and Oracle have yet to announce their plans to support 16G FEC 

For 16G ISLs, FICON Express16S (FX16S) CHPIDS and 16G DASD 
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With FEC enabled, errors that might occur the faster link speeds will likely be corrected by the error correction technology in the optical transmit/receive ports. Clients will experience fewer I/O errors, thereby easing the transition to the new link technologies and reducing the potential impact to any production workloads by I/O errors. For optimal value, the end-to-end channel to control unit path needs to run at 16 gigabit link speed for the optimal latency reduction. Likewise, each link, the entire path from the channel through the switch ports to the storage subsystem, should be protected by an FEC capable link to minimize the risk of I/O errors.



Forward Error Correction (FEC) 

Here is a of diagram to show how FEC is deployed with z13 and 16G switching. 

And FICON Express16S CHPIDS and IBM DS8870 
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FEC 

DS8870 
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z13 and 
DS8870 

FEC 

z13 using FX16S 

Cascaded Switched-FICON 

16G 16G 16G 16G 

Gen5 Gen5 

z13 using 
FX16S 

z13 
FEC 

Switch 
FEC 

z13 and 
DS8870 

FEC 

DS8870 
FEC 

z13 and 
DS8870 

FEC 

z13 and 
DS8870 

FEC 

z13 using 
FX16S 
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Works on Frames and on Primitives
Used on our E_Ports (ISLs) that are Condor3-to-Condor3 ASIC connections or on transparent DWDM links
Used on our F_Ports with FICON Express16S as well as SAN vendor 16G HBA attachments
Does slightly increase frame latency by about 400 nanoseconds per frame
But this significantly enhances reliability of frame transmissions across an I/O network and reduces I/O retries which can hurt I/O performance



Compression and Encryption on ISL Links 
Better site-to-site security across ISLs – for In-Flight Data Only 

• Secure Transfers with Encryption: 
 Encrypts data, at any speed, for 16 Gbps                     

FC ports on Gen 5 Directors: 
• Uses AES-GCM algorithm for both                         

authentication and encryption 
• Uses 256-bit encryption key 

• Compression for Network Efficiency: 
 2:1 compression on ISL data 
 Uses LZO algorithm 

• When compression is enabled, the 
number of buffer credits required will   
at least double on that ISL link 

• Requires no license and can be used                            
together or separately or not at all 

No key management  as ports share 
keys at  PLOGI until next PLOGI 

Unencrypted 

Encrypted 

Compressed 

!@#$%^&*<“) !@#$%^&*<“) Critical 
Data 

Critical 
Data 

Critical  
Data 

Critical 
Data 

Uncompressed 
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This is in-flight switch-to-switch encryption and compression 

ISL 
LINK 

F_Port 
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Compression and Encryption:
Supported in VF (with XISLs) and non-VF modes
Disabled by default, can be optionally enabled on a per port basis
Supported only on E_Ports: ISL trunks (max 2 ports/trunk) and long distance supported
Not supported on LISLs, EX_Ports, ICLs, F_Ports, AG, Port Mirroring
Not supported when Port Decommissioning is in use until FOS 7.1.0c when it does become supported.
For any supported 16G blade or 16G switch, the number of ports supported for Encryption/Compression at 8G speed is twice the number of ports supported at 16G speed. 



Wednesday August 12, 2015  --  4:30pm to 5:30pm  -- Session 17503 

  My Next Presentation: 
 

z13 and Brocade 
Resilient, Intelligent and Synergistic I/O 

Processing 
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Thank you for attending this session.



Monday August 3, 2015  --  11:15 am to 12:15 pm  -- Session 17506 

Please Fill Out Your Online Evaluations!! 

 

 

This was session: 

 17506 
 
And Please Indicate in                                                                                                                                          
the evaluation if there are                                                                                                                                                       
other presentations you                                                                                                                     
would like to see us present                                                                                                                     
in this track at SHARE! 

QR Code 

Thank You For Attending Today! 
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Thank you for attending this session today!
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