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� SHARE

Internal System z SMEs that are also social. 

• Willie  Favero- Twitter @wfavero - Getting the Most out of DB2 for z/OS

• Robert Catteral DB2 expert -Robert's DB2 blog

• Ed Woods Tivoli expert -Tivoli with a z blog

• Eberhand Pasch, Linux R&D- Linux and Mainframe blog

• Matt Whitbourne Twitter: @inventorMatt

IBM Social Evangelists
• Christopher Spaight Twitter: @Cspaight

• Mary Hall Twitter @SystemsandTech, Blog, Mainframe Insights

• Steven Dickens Twitter @StevenDickens3 -MainframeDebate blog



•How and where a customer will choose to store this data depends on many things:  type of data type, quantity, cost, availability, etc.   
•With “data” being key to the System z strategy and DFSMS playing a critical role in the storage and management of that data, the DFSMS strategy addresses the explosive growth and management of customer data.  
•In addition to the continuous work in response to customer requirements around growth in the areas of availability, scalability and performance, we see additional growth opportunities…such as data protection through continued zCDP initiatives as well as new 
opportunities in the area of data archiving.   
•The DFSMS strategy also addresses the management of that data through storage simplification and synergy initiatives involving SWG (DB2, IMS, CICS, and Content Management) as well as Tivoli and STG.

Data Facility Product (DFP)
•Provides storage, data, program, and device management functions and DFSMS Copy Services capabilities 
Hierarchical Storage Manager (HSM)
•An optional feature providing backup, recovery, migration, and space management functions 
Data Set Services (DSS)
•An optional feature providing data movement, copy, backup, and space management functions 
DFSMS Optimizer
•Optional feature of DFSMS that provides performance and management class analysis capabilities and real-time monitoring and automation of HSM.   To be replaced by Tivoli Storage Optimizer (ITSO).
Removable Media Manager
•An optional feature providing management functions for removable media such as tape cartridges and 3420 reels 
Network File System (NFS)
•Provides a way to optimize performance and efficiency in a distributed network while still capitalizing on the capacity, security, and integrity of z/OS. 
DFSORT
•Separate complementary product that provides high performance, sorting, merging, copying, reporting, and analysis of data. 
Transactional VSAM Services
•Optional priced feature that enables batch jobs and CICS online transactions to update shared VSAM data sets concurrently. 
System Data Mover
•DFSMSdfp though its System Data Mover Component provides DFSMS Copy Services which include Extended Remote Copy (XRC) and Concurrent Copy 
Device Support Facilities (ICKDSF)
Error Recovery Executive Program (EREP)





Note:  Take count for Project Dinner





The Space Management Environment is evolving

• Typical configurations have changed to leave data on Level 0 longer and then migrate directly to ML2

• When ML2 is a VTS, the VTS disk cache replaces the ML1 tier

• Eliminates MIPS required for software compression to ML1

• Eliminates DFSMShsm ML1->ML2 processing

•Invocation:

•When a volume is selected for space management processing due to being over threshold, in addition to existing expiration and migration checking, space management 

functions will determine if a data set is eligible to be transitioned, based on management class criteria

•Existing Space Management functions:  Primary space management (expiration, release unused space), Migration:  On Demand Migration (ODM) – performs space 

mgmt. as soon as the volume goes over threshold  vs Interval Migration (IM) - hourly

There is a distinction between using Migrate/Recall and  Class Transitions

• When a data set is recalled, it will be returned to the class of storage as directed by the ACS routines, which would typically be higher than where a data set would be 

transitioned to

• When a data set transitions to a lower class of storage, it will remain there until it is transitioned again or until it migrates



• Data sets eligible for both a transition and migration will be migrated



Invocation:

• MIGRATE STORAGEGROUP(sgname, sgname, …) …

• Up to 30 storage group may be specified





zCDP for DB2 Overview:

• Continuous Data Protection for DB2 is a joint solution between DFSMS and DB2 (BACKUP SYSTEM utility) in which Point-in-Time backup copies managed by 

DFSMS can be combined with the DB2 log to recover a system or object to any point in time

• Moving entire Storage Groups via FlashCopy to disk and potentially to Tape.

Invocation:

• Today, all volumes associated with a copy pool must be dumped with a single command processed on a single host, and Copy pools may be 

comprised of hundreds of volumes.
• Introduces an architecture to distribute workload across host members in an HSMPlex; architecture allows for flexible configurations.

• Appears similar to the Common Recall Queue (CRQ) BUT 'Common Queue' is managed by sending all requests to a 'Master Scheduler' that maintains a singe, 

common queue; unlike the Common Recall Queue that implements a persistent CF List Structure



Invocation:

• 1) For example, with STACK(100) if there are 100 volumes and 5 available dump tasks, all 100 volumes will be dumped using a single task to the 

same tape. 

• MINISTACK represents the preferred minimum number of dump copies that the system should use to place on a tape volume.

• Added MINISTACK(20) � First 100 volumes dumped, 20 volumes dumped onto 5 tapes, utilizing all 5 dump tasks

• Depending on the value of MINISTACK, it may be possible that the use of multi-tasking will use more tapes 

• 3) Today, in can take hundreds of FIXCDS commands to update the expiration date of a single copy pool dump version. This new command updates 

all of the CDS records that need to be updated to reflect the new expiration date. This command will be extended to other functions in the future.



Invocation:

• Each message is prefixed with the date and time that the message was written to the data set, along with the ID of the host the wrote the message.
• Some messages will appear multiple times in a message data set. - each time a message is written to the operator or a log, the message is also logged in the 

message data set. Duplicates are not removed.









GDGSCRATCH:

• YES - Causes Catalog to set attribute to SCRATCH in GDG catalog record regardless of the setting in the DEFINE GDG statement. SCRATCH specifies 

a generation data set (GDS) is to be deleted from disk when uncataloged from the GDG for EMPTY|NOEMPTY processing 

• NO - the keyword specified on the DEFINE GDG takes precedence.

• Parmlib processing runs at CAS init or Catalog RESTART  - does not change original setting once attribute is set in DEFINE GDG

• If not set or parmlib variable is GDGSCRATCH(NO), the keyword specified on the DEFINE GDG takes precedence.

• Applies to GDGs and GDGEs.

GDGPURGE

• Specified as GDGPURGE(YES) - overrides DEFINE GDG setting when the PURGE attribute is set.

• Only used when SCRATCH is also set

• Default is GDGPURGE(NO)



The only requirement for activating this facility is to define a new OPERCMDS Resource profile:

• MVS.MODIFY.STC.CATALOG.CATALOG.SECURE

• and then PERMIT users and operators (as needed) to this resource via the RACF PERMIT command, where either READ or UPDATE authorization is granted to a 

user or user group.





When a user catalog is backed up there could be a point where the user catalog is moved to a different volume (volser).



IDCAMS VERIFY (without RECOVER): 

• IDCAMS opens the data set for output, issues the VERIFY macro with no options, and closes the data set. It will only fix the index 

level number, high used RBA, and high level index RBA in the Catalog VVR. 

IDCAMS VERIFY RECOVER: 

• Currently, the RECOVER option causes VSAM Record Management VERIFY to back out or complete any interrupted CA reclaim 

in addition to regular IDCAMS VERIFY functions. This line item does not change this way of running VERIFY.

EXAMINE followed by IDCAMS VERIFY RECOVER: 

• This is a new enhancement functional only when  EXAMINE and IDCAMS VERIFY RECOVER are run in the same job step. 

• With the line item, EXAMINE always saves the info (such as index CI#, data CI#, error type, etc) of the data set errors it 

found in the error message area pointed to by RPLERMSA. Enhancements to the VSAM VERIFY macro is made to process 

the area for errors to repair.













Alert message may not be ideal:

• The user may need to change it to a higher or lower value to capture more meaningful alerts

• It may inadvertently affect SMS volume selection behavior.

The equivalent fields on NaviQuest: 

TOTSPALERT( ) 

TRKSPALERT( )

The DCOLLECT record  type 'SG' has 2 new one-byte fields:

DSGTOTAP at offset 916(X'394') 

DSGTMSAP at offset 917(X'395')



Alert message may not be ideal:

• The user may need to change it to a higher or lower value to capture more meaningful alerts
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Toleration Required:

• This function is enabled by default on all systems on V1R13 and above. There is no disablement for this line item.

• Toleration is a MUST – without it broken data sets can occur.

New SMF42 records:  new SMF 42 fields for component_1 class 4



For example:

• OLD:  secondary allocation amount of 100 cyl. specified, and the largest free spaces is 90 cyl. We would leave behind 90 cyl. and 

go to a new volume

• NEW:  If 40 was specified on the "Reduce Space Up To (%)", for a secondary allocation of 100 cylinders, you may now see 80, 90 

or even 60 cylinder extents, but you won't see an extent for less than 60 cylinders. With this support, the allocated extent sizes on 

the same volumes can vary depending on the availability of free storage on the volume. 

• A new bit field (SMF64SSR) in the SMF record for VSAM/RLS will be added to indicate that the current extent was reduced during 

EOV processing. 

• A new field (SMF64NTA) in the SMF record for VSAM/RLS will be added to indicate the number of tracks acquired during this 

EOV processing.
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For both functions, previously users would have had to code a program to achieve the same results.









•An Incremental relationship is a persistent FlashCopy with change recording active, so that when another copy is needed, the change 

recording that has been occurring will allow only the changed tracks since the last increment was taken to be copied to the target. 
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