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Trademarks

The following are trademarks of the International Business Machines Corporation in the United States, other countries, or both.

Not all common law marks used by IBM are listed on this page. Failure of a mark to appear does not mean that IBM does not use the mark nor does it mean that the product is not
actively marketed or is not significant within its relevant market.

Those trademarks followed by ® are registered trademarks of IBM in the United States; all others are trademarks or common law marks of IBM in the United States.

For a more complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtml:

*BladeCenter®, CICS®, DataPower®, DB2®, e business(logo)®, ESCON, eServer, FICON®, IBM®, IBM (logo)®, IMS, MVS, OS/390®,
POWER6®, POWERG6+, POWER7®, Power Architecture®, PowerVM®, PureFlex, PureSystems, S/390®, ServerProven®, Sysplex Timer®,
System p®, System p5, System x®, z Systems®, System z9®, System z10®, WebSphere®, X-Architecture®, z13™, z Systems™, z9®,
z10, z/Architecture®, z/OS®, z/VM®, z/VSE®, zEnterprise®, zSeries®

The following are trademarks or registered trademarks of other companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.
Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of
Intel Corporation or its subsidiaries in the United States and other countries.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performanceis in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any
user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured Sync new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have
achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to
change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained Sync the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
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Notice Regarding Specialty Engines (e.g., zlIPs, zZAAPs and
IFLS):

Any information contained in this document regarding Specialty Engines ("SEs") and SE
eligible workloads provides only general descriptions of the types and portions of workloads
that are eligible for execution on Specialty Engines (e.g., zlIPs, zAAPs, and IFLs). IBM
authorizes customers to use IBM SEs only to execute the processing of Eligible Workloads
of specific Programs expressly authorized by IBM as specified in the “Authorized Use Table

for IBM Machines” provided at:
www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT").

No other workload processing is authorized for execution on an SE.

IBM offers SEs at a lower price than General Processors/Central Processors because
customers are authorized to use SEs only to process certain types and/or amounts of
workloads as specified by IBM in the AUT.

4 © 2015 IBM Corporation
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ZPCR Capacity Sizing Labs

= Part 1 - Intro and Overview
—zPCR Introduction
—Includes Advanced Mode Update

= Part 2 — Hands-on Lab
—1 Exercise to demonstrate the use of Advanced Mode functions in
zPCR
e 6 Tasks
« 2 Additional Analysis to Try (Including SMT Benefit)
—Use as a refresher

U1

© 2015 IBM Corporation
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Agenda

» Introducing zPCR

= | SPR Background

= MIPS Tables vs. zPCR LPAR Configuration Capacity Planning
» zPCR Basic / Advanced Mode

= ZPCR Preferences

» zPCR Execution Flow

» EDF Files

= zPCR Output

= Where to get more Information
= Summary

8 © 2015 IBM Corporation
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Introducing zPCR

= Provides capacity relationships for System z processors, considering
— LPAR configurations
— SCP/workload environment
— Use of specialty CPs (zAAP, zIIP, IFL, and ICF)

» Based on IBM Large Systems Performance Reference (LSPR)

* The IBM tool to properly size mainframe upgrades
— Expected accuracy of =5%

= A PC based tool written in Java for Windows XP/Win 7
—“As Is”, no charge tool available from the web
— Available to customers

= New Processor Announcements available in zPCR for:
— IBM Account Teams - at Announcement
— Customers - generally within 30 days after Announcement

© 2015 IBM Corporation
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zPCR
L O g O Processor Capacity Reference

for

IBM z Systems
Window e
(C} Copyright IBM Corp. 2003, 2015. All rights
Contains graphics software from KL Group
{C) Copyright KL Group 2000, All rights reserved
E-mail support. zpcri@us.ibm.com
IBM Employee Intranet Web Site: w3-1.ibm. com/support/americas/w sc/cpsproducts. html

[BM BP Internet Web Site: hitps:/fwww ibm.com/partnerworid/w ps/zerviet’'ContentHandlerftech_PRS1762

Version
Identification

10
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Todays z Systems Capacity Planning

Processor Design
CPU
*Memory Hierarchy (Nest)

Hipervisor (PR/SM)
Amount of virtualization

_ Memory
L4 Cache
| |
L3 Cache L3 Cache
AR '. ................ |. ................
L2 L2
/

Operating System

*Virtualization at
address space level

11

Workload Characteristics
slnstructions

*Dispatch Profile

|/O Rate

© 2015 IBM Corporation
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Introduction to LSPR

» A set of representative SCP/workload environments
—SCPs: z/0S, z/VM, and Linux on System z
—Workload categories: Low < Relative Nest Intensity-> High
—A methodology focused on processor capacity
—No significant external constraints
—Equivalent (reasonably high, e.g. >= 90%) processor utilization

= A metric to communicate the results
—ITR: Internal Throughput Rate
—Transactions or Jobs per processor busy second

= I[nformation stored on the web

— https://Iwww.ibm.com/servers/resourcelink/lib03060.nsf/pages/Isprindex?OpenDocument

12 © 2015 IBM Corporation
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LSPR Benchmarks

* LSPR data is built from a set of benchmarks running
representative workloads

*Over time, LSPR benchmarks are changed to reflect
changes in processor architecture, operating system
capabilities, and new patterns for production
workloads

—LSPR tables are labeled based on the z/OS operating
system level used at time of the benchmark

» Cannot directly compare relative processor capacity
across different versions of LSPR benchmarks

13 © 2015 IBM Corporation
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LSPR Workload Categories

» Various combinations of workload primitives are measured on which the new

workload categories are based
— Applications include CICS, DB2, IMS, OSAM, VSAM, WebSphere, COBOL, utilities

Low (relative nest intensity)
— Workload curve representing light use of the memory hierarchy
— Similar to past high scaling workload primitives

Average (relative nest intensity)
— Workload curve expected to represent the majority of customer workloads
— Similar to the past LolO-mix curve

High (relative nest intensity)
— Workload curve representing heavy use of the memory hierarchy
— Similar to the past DI-mix curve

zPCR extends published categories
— Low-Avg
* 50% Low and 50% Average
— Avg-High
* 50% Average and 50% High

14
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LSPR Tables

= Multi-image (MI) Processor Capacity Ratio table

— Median complex LPAR configuration for each model based on customer profiles
— Most representative for vast majority of customers
— Same workload assumed in every partition
— z/OS data is presented
» Capacity values considered representative for z/VM and Linux
— Used for “high level” sizing, e.g. “MIPS Tables”
— Used to develop the MSU rating

15 © 2015 IBM Corporation
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MIPS Tables vs zPCR

» MIPS Tables
— Adequate for Business Planning
» High level sizing for hardware and software budget planning
» Based on “averages”
—Must be referenced to a specific set of LSPR benchmarks or invalid

» ZPCR Sizing - LPAR Configuration Capacity Planning
— Detailed Capacity Sizing based on:
» Specific LPAR configuration (number, weights, and logical processors)
» Specific SCP/workload mix
» Specific use of specialty engines (zAAP, zIIP, IFL, and ICF)
—Built around concept of a Reference CPU

16 © 2015 IBM Corporation
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ZPCR Home Page

MIPS Table
LSPR Multi-Image

il Function Selection [untitled] '

File Edit CPcalculator Registration Documentation Help

TTPELT T B
ZPCR

Processor Capacity Reference for IBM System z

Study ID:

Tab-1: Multi-Image Capadity |Tab—2: Single-Image Capauty|

LSPR Mult-Image Capacity Ratios

L~
( [ General Purpose CPs | | IFL CPs

ZzPCR LPAR
Configuration
Capacity Planning

l Workload Categories |

Capacity resufts wil be relative to 3 2094-701
MI capacity is 559.792 MIPS, for a 5-partition configuration

LPAR Configuration Capacity Planning
Project capacity for specific LPAR configurations

Hardware: IBM System z processor models
CP types: General Purpose, zAAP, ZIIP, IFL, ICF
Control programs: z/0s, z/VM, z/VSE, Linux, zAware, CFCC

[7] Advanced-Mode {multiple LPAR configuration suppart)

s Define LPAR Host, Configure Partitions, Assess Capacity l

Setting the
Reference
Processor

17

L

Capacity results wil be relative to a 2094-701
51 capacity is 593.00 MIPS, for a 1-partition configuration

Reference-CPU (controls all ZPCR function)

= REF . 2094-701 @ 593.00 MIPS

IBM zEnterprise EC12 (zEC12)

lick on Single-Image Capacity tab for LSPR Single-Image Capacity tables

4
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ZPCR Basic Mode and Advanced Mode

=7PCR can be run in 2 Modes:

—Basic Mode
» Operates on 1 processor configuration at a time

—Advanced Mode

» Operates up to 10 processor configurations at a time
» Shows Capacity Comparisons between 2 LPAR

configurations

* More efficient than running zPCR multiple times

Manually comparing the results

« Recommended Mode

18 © 2015 IBM Corporation



Z Systems — WSC Performance Team

Introducing zPCR- Advanced Mode
m.lFunc.tio?_SeFedicn [untited] -"f"‘-""

CPcalculator Registration Documnentation Help

Y EEEAE e
zPCR

Processor Capacity Reference for IBM System z

Study ID: |

Tab-1: Multi-Image Capacity | Tab-2: Single-Image Capaclty|

LSPR Mult-Image Capacity Ratios

General Purpose CPs IFL CPs
Workload Categeories |

' Capacity results will be relative to a 2094-701
MI capacity is 559.792 MIPS, for a 5-partition configuration

LPAR Configuration Capacity Planning
Project capacity for specific LPAR configurations

Hardware: IBM System z processor models
CP types: General Purpose, zAAP, zIIF, IFL, ICF
Contrel programs: z/05, z/VM, z/VSE, Linux, zAware, CFCC

[Tl Advanced-Mode (multiple LPAR configuration support)

[ Define LPAR Host, Configure Partitions, Assess Capacity

Capacity results wil be relative to a 2094-701
51 capacity is 593.00 MIPS, for a 1-partition configuration

Reference-CPU (controls all zZPCR function)

IBM zEnterprise EC12 (zEC12)

REF . 2094-701 @ 593.00 MIPS

essaowe ]

lick on Single-Image Capacity tab for LSPR Single-Image Capacity tables

19 © 2015 IBM Corporation
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ZPCR Advanced Mode

» Provides Capacity Comparisons between 2 processor configurations
— The “Configuration #1” Vs (“Configuration #2, Configuration #3...Configuration #10)

— More efficient than running zPCR multiple times and manually comparing the results
— Ability to drag & drop RMF partition reports, zPCR files and EDF* files onto “Configuration #”

» Recommended when comparing capacity changes including:
— Changing the LPAR host processor family
— Changing the LPAR host processor’s CP configuration
— Changing the way that one or more partitions are defined, (e.g. weights, LCPs, SES)
— Adding one or more new partitions
— Deleting one or more current partitions

» For Capacity Comparisons to be useful, configurations being compared should
both contain some or all of the same partitions

— (i.e., in terms of partition type, name, SCP, and workload)

* Note: EDF (Enterprise Data Files) were introduced with zPCR 7.x and are created using CP3KEXTR for z/OS and CP3KVMXT for z/VM

20 © 2015 IBM Corporation
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Advanced Mode Function

= Multiple processor configurations
— Up to ten can be defined (with v8.7)

» Several additional functions are available
— LPAR Host / Partition Comparison Reports
» Compares capacity results between LPAR configurations
— Margin of Error Consideration
» Shows the effect on capacity when =5% margin-of-error is applied
— Optimize SHR LCPs
e Optimizes LCPs
— LPAR Host Capacity Summary
« Summarizes MIPS by pool type for Current and all Alternates

= All capacity values based on a single Reference-CPU setting
— 1-way processors only

21
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Reference CPU and Typical

Reference Processor
— Used to scale the capacity all of the LSPR processors relative to this processor
* Must be set to any IBM System z 1-way model (GCP model)

“Typical”
—2094-701
« 593 MIPS
— IBM recommended and widely accepted in the Industry

It is critical all capacity being compared be obtained using a consistent
Reference-CPU metric

Reference-CPU zPCR Comparison Reports
| —
Relative Capacity)
2094-701 zEC12 708 z13 708 Difference
Relative Capacity 1.00 16.97 18.87 1.11
MIPS 593 10,063 11,188 (1,125 MIPS) 1.11

22 © 2015 IBM Corporation
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zPCR Function

Selection
Window

Set “Startup”
preferences

23

ml Function Selection [untitled]

File Edit CPcalculator Registration Documentation Help

G EEEA o

ZPCR

Processor Capacity Reference for IBM System z

Study ID:

[ wmee

Tab-1: Multi-Image Capacity |Tab_z; Single-Image Capauty|

LSPR Muft-Image Capacity Ratios

l General Purpose CPs |

| IFLCPs

I Workload Categories |

Capacity results wil be relative to a 2094-701
MI capacity is 559.792 MIPS, for a S-partition configuration

LPAR Configuration Capacity Planning

Project capacity for specific LPAR configurations
Hardware: IBM System z processor models
CP types: General Purpose, zAAP, 2IIP, IFL, ICF
Control programs: z/0S, z/VM, z/VSE, Linux, zAware, CFCC

[ Advanced-Mode {multiple LPAR configuration support)

[ Define LPAR. Host, Configure Partitions, Assess Capacity ]

Capacity results wil be relative to a 2094-701
SI capacity is 593.00 MIPS, for a 1-partition configuration

Reference-CPU (controls all zPCR function)

BEF . 2094-701 @ 593.00 MIPS

|BM zEnterprise EC12 (zEC12)

lick on Single-Image Capacity tab for LSPR Single-Image Capacity tables

© 2015 IBM Corporation
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ru,_l Preferences lil_ﬁﬂl
Default zPCR o0 e

Startu p ZPCR Startup Preferences
Preferences Operating Mode
Startin Directory Path Settings
Saved Studies

@ Advanced-Mode
c:\cpstoolsizpor \Study Files

| (7} Basic-Mode
Reference-CPU Settings RMF Input Files
Processor Model 2094-701 =
Scaling Eactor 533.00 i \opstools\zpor \RME Files

i i MIPS
Scaling Metric TR

EDF Input Files

H| LSPR Table Contral Settings | '!,-:pstc-c-ls'-zp-:r'-E-F Filez |
Workloads Selected Families
== e Browse

|| v Eesc pexc
[¥]Low-Avg  [7]z10BC  [¥] z10EC HTML and CSY Cutput Files
[@] Average  [¥]zi14  [¥]z196 i \opstools\zpar \CSV Files
[#] AvgHigh [#]zBC12 [W¥]zECi2
[¥] High

[] Enable Legal Disdaimers [ Restore Defaults I

I
!Elick "Return” to save preference settings; "Cancel” to discard changes

24 © 2015 IBM Corporation
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Set “Advanced Mode” as the default
when starting zPCR

ZPCR V8. 5¢

ZPCR Startup Preferences

Recommended r
zPCR Startup Ll
Preferences Qe
Operating Mode
Startin

@ Advanced-Mode

Directory Path Settings

/

Saved Studies

c:\cpstoolsizpor\Study Files

Scaling Factor
Scaling Metric

L 71 Basic-Mode
Browse
Reference-CPU Settings RMF Input Files
Processor Model 2094-701

c:\cpstools\zpor \RMF Files

Browse |

593.00
MIPS

EDF Input Files

| LSPR Table CnnAﬁngs |c+\epstools\zper {EDF Files

Workloads

Selected Families

“Typical” as the default

| [[]zeBc [T z9EC \—Iﬂmwse
[ z10BC  [¥] z10EC HTML and CSV Output Files
[#]z114  [¥]z196 i \opstools\zpor \CSV Files
/ [¥] AvgHigh [#]zBC12 [¥]zEC12 |W
/ [¥] High
Set “Reference-CPU” Metrics to aimers | Restors Defaults |

-

preference settings; "Cancel” to discard changes

25

© 2015 IBM Corporation



Z Systems — WSC Performance Team

Reference CPU

= Reference Processor Window

— The Reference-CPU window is accessed primarily from the Function

Selection window by clicking the Reference-CPU button

Select “Typical”

26

(- ——— e e =
ml Feference-CPU "“:"'l""- ”

Reference-CPU

ZPCR Global Setting
Only 1-way GP processor models are alowed
Study ID: Not specified

Processor Model and Capadity Assumption

Family
29 EC/700 =
Maodel Scaling-Factor Scaling-Metric
2094-701 - 593.00 MIPS

-

Some Alternative Settings

\Typiml | [ Startup | | Default

[ | Update zPCR Startup Preferences on Return

Capacity results wil be relative to 3 2094-701
S1 capacity is 593.00 MIPS, for a 1-partition configuration
MI capacity is 559.792 MIPS, for a S-partition configuration

© 2015 IBM Corporation
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] Function Selection funtitled] _::u non
zPCR -

. File Edit CPcalculator Registration Documentation Help
Function Ho ZEEE:E e
Selection

Window

ZPCR

Processor Capacity Reference for IBM System z

Study ID:

Tab-1: Multi-Image Capacity |Tab_2; Single-Image Capauty|

LSPR Multi-Image Capacity Ratios

[ General Purpose CPs | | IFL CPs

l Workload Categories |

Capacity results wil be relative to a 2094-701
MI capacity is 559.792 MIPS, for a S-partition configuration

LPAR Configuration Capacity Planning
Project capadity for specific LPAR configurations

Hardware: IBM System z processor models
CP types: General Purpose, zAAP, ZIIF, IFL, ICF
Control programs: z/05, z/VM, z/VSE, Linux, zAware, CFCC

Advanced-Mode (multiple LPAR configuration support)

[ Enter Advanced-Mode g

Capacity results will be relative to a 2094-701
SI capacity is 593.00 MIPS, for a 1-partition configuration

Select “Advanced-
Mode” check box
and press “Enter
Advanced-Mode”

Reference-CPU (controls all zPCR function)

REF . ‘ 2094-701 @ 593.00 MIPS

lick on Single-Image Capacity tab for LSPR Single-Image Capacity tables

IEM zEnterprise EC12 (ZEC12)

27 © 2015 IBM Corporation
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zPCR Advanced-
Mode Capacity
Planning Control
Panel

View Muli-lImage
LSPR table

LPAR Configurations
Right “click” to rename up
to 20 characters

ml Advanced-Mode ControI_P_angi [untitled] ’ ":"‘| -

File CPealculator Documentation Help
el Bl Bl 21 @)

Advanced-Mode Capacity Planning Control Panel
Study ID:

Double dick on a tree branch below to access the relevant windows

Reference-CPU

REF ‘ 2094-701 @ 593,00 MIPS

LSPR. Multi-Image Processor Table
d Snlnl General Purpose CPs
| Bk

j}.PAR Configurations

Configuration #1

Magag rCompare rMigrate & Analyze
L I 3 L S LickStart Guide
ﬁ.u:' B || ==

View “QuickStart”

Guide

Mo LPAR configurations are defined

Define an LPAR. configuration ...
+Drag & drop a zPCR. study file, EDF, or RMF file onto the LPAR configuration icon
+Double-dick the LPAR configuration icon for manual definition windows

Create additional LPAR configurations ...
+Click the "Add{+}" toolbar icon and define the LPAR. configuration as described above
+5elect a defined LPAR configuration icon and dick the "Clone{=}" toolbar icon

Rename LPAR. configurations ...

Heft-click to select the LPAR configuration icon
+Right-click LPAR. configuration icon for pop-up menu and dick "Rename Configuration”™
+Enter new name and press ENTER

Delete LPAR configurations ...

+5elect LPAR. configuration icon and dick the "Delete{X}" toolbar icon

Manage Multiple
Configurations

You may drag and drop zPCR study files, RMF reports or EDFs onto the LPAR
Configurations planning area or use the file drop down to load zPCR study files.

28
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zPCR Advanced-
Mode Capacity

Loading a file via
Drag and Drop

Browse Windows
Explorer to find the
file then “drag” it to

the zPCR Advanced
Mode” window and
“drop” it on Current

29

ul Advanced-Mode Control Panel [untitled] = [ESE

File CPcalculator Documentation Help

Ad i Mode ¢ Apac ' ~ Con ‘ .‘!-- = |
Double dick on a tree branch below to access the relevant windows
.. Reference-CPU

REF ' 2094-701 @ 593,00 MIPS
| LSPR Multi-Image Processor Table
"5Pg]||l General Purpose CPs
L Tl rFLees

ii_PAR Configurations
#1A Configuration 3

l

Sample
Advanced Mode |
Study.zper
Manage Compar: Migrate & Analyze
B | . QuickStart Guide
{m (g LIS L1 L@: &

Mo LPAR configurations are defined

Define an LPAR configuration ...
+Drag & drop a zPCR study file, EDF, or RMF file onto the LPAR configuration icon
+Double-dick the LPAR configuration icon for manual definition windows
Create additional LPAR. configurations ...
+Click the "Add{+}" toolbar icon and define the LPAR configuration as described above
+5elect a defined LPAR. configuration icon and dick the "Clane{=}" toolbar icon
Fename LPAR configurations ...
+Left-dick to select the LPAR configuration icon
+Right-click LPAR configuration icon for pop-up menu and dick "Rename Configuration”
+Enter new name and press ENTER
Delete LPAR configurations ...
+5elect LPAR configuration icon and dick the "Delete{x}" toalbar icon

© 2015 IBM Corporation
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zPCR Advanced-Mode
Capacity Renaming the
configuration
step 1

Select “Configuration
#1”, Right Click, Click
on “Rename
Configuration”

30

1l Advanced-Mode Control Panel [ Sample
File CPcalculator Documentation Help

| EE‘ (?)

i Sample ZPCR. Study

Double dick on a tree branch below to access the relevant windows
. Reference-CPU

et 2094701 @ 593,00 MIPS

|
| LSPR Multi-Image Processor Table

g-----'-Epgml General Purpose CPs

| ot gl 1L P

| | LPAR Configurations

Rename Configuration

Manage rCompare Migrate & Analyze
= sl A QuickStart Guide
Al s HE {ll :
Configuration #1
#1 A ABC Production on IBM 23-EC
z10 EC/T00 LPAR Host 2097-E26/700
1 T
Fool #1 #Z #2 #4 #5 CPC ‘
CP Type GP TAAP zlpP IFL ICF Total
RCPs 10 | 1 1 2 o ‘L’J|
: i T
Partitions 4 1 1 2 1] o/
- | |
LCPs 21 i i 3 1| 2?'|
Capacity 7.181 78 751 1.840 68 | 11.41E-|
Capacity basis: 2094-701 @ 593.00 MIFS for a shared single-partition configuration !

© 2015 IBM Corporation
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zPCR Advanced-Mode
Capacity Renaming the
configuration
step 2

Type over
“Configuration #1”
with “z10 2097 E26”
and Press Enter

31

1l Advanced-Maode Control Panel [

File CPcalculator Documentation Help

EEELD

Double dick on a tree branch below to access the relevant windows

| Reference-CPU

o REE . 2094-701 @ 593,00 MIPS

. LSPR Multi-Image Processor Table
"sFaml General Purpose CPs

| o gl 1L s

| | LPAR Configurations

> A -

Manage rCompar Migrate & Analyze
Ml QuickStart Guide
ik 3
Configuration #1
#IA ABC Production on IBM z9-EC
z10 ECIT00 LPAR Host: 2097-E26/700
T
Pool #1 #2 #3 #4 #5 CcPC
CP Type GP TAAP zlP IFL ICF Total
RCPs 10 | 1 i 2 1 15
Partitions 4 1 1 2 1 9
LCPs 21 1 1 3 1] 27
Capacity 7.181 Tre 751 1.840 B'&BE 11,418
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration !
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zPCR Advanced-
Mode Capacity
Planning Control
Panel

Configuration
Renamed

o

hnl Advanced-Mode M Advanced Mode ;";.“'d}'-zpc'] o | )

File CPcalculater Documentation Help

Al o

Double dick on a tree branch below to access the relevant windows
| Reference-CPU
REF. ' 2094-701 @& 593,00 MIPS
) LSPR. Multi-Image Processor Table
L5Fgml General Purpose CPs

- tany ] tPLcPs

& i_PAR Configurations

Configuration
Summary

32

L1 g 710 2097-E25

z10 2097-E26
ABC Production on IBM z8-EC
z10 EC/T00 LPAR Host: 2097-E26/T00

#2 #3 #4 #5
AAP P | IFL

10|

Partitions 4

LCPs 21 i 3

Capacity 7.181 778 51 1.840

~Compare Migrate & Analyze
l s1 0 & {ll |

11,418 |

Capacity basis: 2094-701 @ 5593.00 MIFS for a shared single-partition configuration

© 2015 IBM Corporation
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zPCR Advanced-
Mode Capacity
Planning Control

P an e I Diouble dick on a tree branch below to access the relevant windows
| Reference-CPU

ul Ad -M | Panel I3
1ul Advanced-Mode Control Panel [1
File CPcalculator Documentation Help

Lol [ i3

mple Advanced Mode éi:ha_dy.zpcr] I

wopit [ 2094701 @ 593.00 MIPS

| LSPR Multi-Image Processor Table

1 SeIeCt EPRM General Purpose CPs
2 then Click on m m[ L crs

PAR Configurations
Tl - - 10 2097£25

rCompare ’—Migrate & Analyze

z10 2097-E26
ABC Production on IBM 23-EC
210 EC/700 LPAR Host: 2097-E26/700

#2 #23 #4
CP Type AAP P IFL ICF

RCPs

Partitions 4

LCPs 21 ] 3

Capacity 7,181 i 1,840
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zPCR Advanced-
Mode Capacity
Planning Control
Panel

i - —~— = B
‘Ill Advanced-Mode Con@nei [l:\...Sa_E_ le Advanced Made Study.zpcer] li‘g

File CPcalculater Documentation Help

B
I Study ID:  Sample zPCR Study

Planning Control Panel

Double dick on a tree branch below to access the relevant windows

| Reference-CPU

1) Select 2 ~—]

Configurations then
2) Click on
Comparison Report |

Note “Down Arrow” compares
Bottom Configuration (#3)
Relative to Top Configuration

(#1) —

“Up Arrow” compares Top
Configuration (#1) Relative to
Bottom Configuration (#3)

34

gz [ 2094701 @ 593.00 MIPS
LSPR. Multi-Image Processor Table
----- L5Fn]||l General Purpose CPs

ey ] 1PLcPs

LPAR Configurations

N

a2 A 7102097 E40

‘ YWz 106 2817-M15

Manage Compare Migrate & Analyze
AEE|sugEE |

o >

- v 210 2097-E26
#1 ABC Production on IBM z3-EC
z10 EC/T00 LPAR Host: 2097-E26/700
- Pool #1 #2 #3 #4 #5 cPC
CP Type GP TAAP P IFL ICF Total
RCPs 10 1 1 2 s 15
Partitions 4 ) 1 2 1 9
LCPs = 1 il 3 1 27
Capacity T.181 Gt} 751 1.840 868 11,418
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
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Host Capacity Comparison Report

[“l Host Capacity Comparison

Okl o

LPAR Host Capacity Comparison Report

Capacity by Partition Type

Study ID: Sample zPCR Study
z10 2097-E26: ABC Production on IBM z9-EC
7196 2817-M15: Cloned from z10 2097-E40
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration

Capacity for z/05 on z10 and later processors is represented with HiperDispatch turned ON

/

For significant configuration chanages, capadty comparisons should be considered to have a +/-5% marain-of-error

Upagrading the processor family is considered a significant configuration change

#1A z10 2097-E26 #SA z196 2817-M15 _Fllll
2087-E26/700; GP=10 zAAP=1z[IP=1IFL=2 ICF=1 2817-M15/700: GP=10 zAAP=1zIIP=1IFL=2 ICF=1 Capacity (MIPS)
Partition Usable SHR. Usable SHR. Met Yo
Type Partitions RCPs LCPs LCP:RCP Capacity Partitions RCPs LCPs LCP:RCP Capacity Change Delta i
" GP 4 10 21 2,100 7,181 4 10 21 2,100 10,107 +2,926 +40.7% ||
i TAAP 1 1 1 1.000 778 1 i 1 1.000 1,090 +312 +40.1% i
ZIIP 1 1 1.000 751 1 1 1 1.000 1,072 +321 +42.7% ||
IFL 2 2 3 1.500 1,840 2 2 3 1.500 2,347 +507 +27.6%
ICF 1 1 Bo66 1 i 1 1,140 +274 +31.6%
Total 9 15 27 11,416 9 15 7 15,756 +4,340 +38.0%
Comparison Report by Partition Show capadity as
| |
| Minimum Capacity | | Maximum Capacity @ FulCPC ) SingleCP Consider Margin-of-Error

y 4

Click “Minimum Capacity” to get Partition
Capacity Comparison Report

Minimum Capacity is Partition Capacity
when weights are being enforced

35
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Partition Minimum Capacity Comparison

f — — = ——

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Study ID: Sample zPCR Study
z10 2087-E26: ABC Production on IBM z8-EC
2196 2817-M15: Cloned from z10 2097-E40
Capacity basis: 2094-701 @ 593.00 MIP5 for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
I Partition Identification z10 2097-E26 z196 2817-M15 Full
List of All Induded Partitions ““A 2097-E26/700: GP=10 zAAP=1 zIIP=1IFL=2 ICF=1 #SA 2817-M15/700: GP=10 zAAP=1zIIP=1 [FL=2 ICF=1 Capacity (MIPS)

i With Unigue ID Metrics Partition Definition SR Partition Definition T e o,
I Type | Name sCP Workload | LP# | Mode | LcPs | weight®s | cAP | Capadty | LP# | Mode | LcPs | weight | weight® | caAP | capadty | Change Delta

GP LPO1 z/0S-1.9%  Average 1 SHR 10 53.23% 3,867 1 SHR 10 700 53.23% [0 5407  +1,540 +39.8%

GP P02 z/0S-1.9%  Average 2 SHR 6  30.42% 2,210 2 SHR 6 400 30.42% [0 3,107 +897 +40.6%
| zAAP  LP-02 zf05-1.9% Average SHR i 100.00%: 778 SHR. 1 400 100.00% |:| 1,090 +312 +40.1%0
|| GP LP-03 z[f05-1.9% Avg-High 3 SHR 4 15.21% 1,030 & SHR. = 200 15.21% |:| 1,485 +455 +44.2%
| z;p P03 z/05-1.9%  AvgHigh SHR. i 100.00% 751 SHR. i 200 100.00% [ 1,072 +321 +42.7%
Wl | GP LP-04 zfm High/LV 4 SHR. i 1.14% L' 75 g SHR. 1 15 1.14% 108 +33 +44.0%
'; IFL LP-05 Linux Low/L o SHR. 2 88.839% 1,635 5 SHR. 2 200 88.89% |:| 2,087 +452 +27.6%
|| TFL LP-05 Linux Low/L o SHR. i 11.11% 204 [+ SHR. 1 25 11.11% |:| 261 2T +27.9%

ICF  Lp0o7 cFce ol 2ol 7 DED i nfa B66 7 DED i nfa ll 1,140 +274 +31.6%

Change Controls

Commit Changes Unda Changes Optimize SHR. LCPs Consider Margin-of-Error

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

nput fields have white background; Single-click a "selection field™ for drop-down list; Double dlick a "key-in field” to open.
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ZPCR Margin of Error

* A new processor capacity expectation should normally be
considered as having a margin of error of up to +5% or - 5%

—The full =£5% margin of error should be considered when:
 The LPAR host processor family is changed
 Very significant changes are made to the LPAR host CP configuration
« Significant changes are made to the partition configuration

—The margin of error is due to factors that include variability in
workload/instruction mix and processor utilization

—When changes are minor, the margin-of-error should be less
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Partition Capacity Comparison Report

f s |
" x _ -—
hul, Partition Capacity Compadsel . _

O @

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Study ID: Sample zPCR Study
z10 2097-E26: ABC Production on IBM z9-EC
£196 2817-M15; Cloned from z10 2097-E40
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification z10 2097-E26 7196 2817-M15 Full

I List of All Included Partitions #1A 2097-E26/700: GP=10 zAAP=1ZIIP=1IFL=2 ICF=1 A 2817-M15/700: GP=10 zAAP=1 zlIP=1 [FL=2 ICF=1 Capacity (MIPS)

i With Unique ID Metrics Partition Definition Mirimum Partition Definition Mirimum Net o,

|| Type Name SCP I Workoad | LP# | Mode | LcPs | Weight®% | cAP | Capacty | LP# | Mode | LcPs | weight | weight% | cAP | capadty | Change Delta
P LP-OL 2/05-1.9%  Average 1 SHR 10 53.23% 3,867 1 SR 10 700 53.23% [ 5407  +1,540 +39.8%
G LP-D2 2j05-1.9%  Average z SR & 30.42% 2,210 2 sHR & 400 0.42% [0 3,107 +897 +40.6%

i | zasp P02 2j05-1.9%  Average SHR 1 100.00% 778 SHR 1 400 | 100.00% [ 1,090 +312 +40.1%
GP LP-03 2j05-1.9%  Ava-High 3 SR 4 15.21% 1,030 3 SHR 4 200 15.21% [0 1,485 +455 +44.2%
AP LP-03 2j05-1.9%  AvaHigh SHR 1 100.00% 751 SHR. 1 200 | 100.00% [ 1,072 +321 +42.7%
GP LP-04 z/vm High/LV 4 SHR 1 114% 75 4 SHR 1 15 1.14% 108 +33 +44.0%
IFL  Lp-0S Linux Low/L 5  SHR 2 88.39% 1,635 5 SHR 2 200 88.89% || 2,087 +452 +27.6%

Ml m  Lpos Linux Low/L & &SR 1 1111% 204 & SHR 1 25 1.11% [0 261 +57 +27.9%
ICF  LP-07 B CcrcC 7 ©DED 1 nfa 866 7 DED 1 n/a il 1,140 +274 +31.6%

Change Contrals

Commit Changes | Undo Changes Optimize SHR. LCPs | Consider Margin-ofError | ]

Far significant configuration changes, capacty comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

nput fields have white background; Single-dick a "selection field” for drop-down list; Double dick a "key-in field” to open. /

Margin-of-Error
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Margin of Error Report

Margin-of-Error Consideration

Partition Minimum Capacity
Study ID; Sample zPCR Study
£10 2097-E26: ABC Production on IBM z9-EC
z196 23174M15; Cloned from z10 2097-E40
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration

Wl Partton Margin-ofEror 0+ s T s

i Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
- ) A .0 #3 A 7196 281Z
Partition Identification 2097-E26 - - -
Projected Projected Qw
Type Mame SCP Workload Capacity Capacity | % Delta Capacity %% Delta
GP LP-01 zf05-1,9% Average 3,867 5,407 +39.8% 5,136 +32.8%
GP LP-02 zf05-1.9% Average 2,210 3,107 40, 6% 2,952 +33.6%
I ZAAP LP-02 zf05-1.9% Average 778 1,000 40, 1% 1,035 +33.0%
GP LP-03 zfos-1.9% Avg-High 1,030 1,485 +44, 2%, 1,410 +36,9%
| | z11P LP-03 z/0s-1.9% Avg-High 751 1,072 +42. 7% 1,019 +35. 7%
i GP LP-04 M High LV 75 108 +44.0%: 103 +37.3%
IFL LP-05 Linux LowL 1,635 2,087 +27.6% 1,982 +21.2%
Nl [ TR LP-06 Linux LowfL 204 261 +27.9% 248 +21.6%
ICE LPO7 CRCE CFCC BG6o 1,140 +31.6% 1,083 +25.1%

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
|Upgrading the processor family is considered a significant configuration change
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Optimize Shared Logical Processors

» \When migrating to a new processor evaluate the weights & logical processors

needed
— If Hard Capping partitions, evaluate amount of capacity required to be guaranteed

» Operating System impact on Logical Processors needs to be reviewed

= Level of optimization for LCP Count Assignment can be chosen as follows
— Moderate:
* When the weight percent indicates number of logical CPs greater than or equal to 2.6

The exact number of logical CPs plus 1 (rounded up to the nearest whole number) will be
assigned
* When the weight percent indicates number of logical CPs should be less than 2.6
The exact number of logical CPs (rounded up to the nearest whole number) will be assigned
— Minimal:
» The weight percent is used to determine the exact number of logical CPs (rounded up to the nearest
whole number) will be assigned
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Partition Capacity Comparison Report

f s |
" x _ -—
hul, Partition Capacity Compadsel . _

O @

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Study ID: Sample zPCR Study
z10 2097-E26: ABC Production on IBM z9-EC
£196 2817-M15; Cloned from z10 2097-E40
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification z10 2097-E26 7196 2817-M15 Full

I List of All Included Partitions #1A 2097-E26/700: GP=10 zAAP=1ZIIP=1IFL=2 ICF=1 A 2817-M15/700: GP=10 zAAP=1 zlIP=1 [FL=2 ICF=1 Capacity (MIPS)

i With Unique ID Metrics Partition Definition Mirimum Partition Definition Mirimum Net o,

|| Type Name SCP I Workoad | LP# | Mode | LcPs | Weight®% | cAP | Capacty | LP# | Mode | LcPs | weight | weight% | cAP | capadty | Change Delta
P LP-OL 2/05-1.9%  Average 1 SHR 10 53.23% 3,867 1 SR 10 700 53.23% [ 5407  +1,540 +39.8%
G LP-D2 2j05-1.9%  Average z SR & 30.42% 2,210 2 sHR & 400 0.42% [0 3,107 +897 +40.6%

i | zasp P02 2j05-1.9%  Average SHR 1 100.00% 778 SHR 1 400 | 100.00% [ 1,090 +312 +40.1%
GP LP-03 2j05-1.9%  Ava-High 3 SR 4 15.21% 1,030 3 SHR 4 200 15.21% [0 1,485 +455 +44.2%
AP LP-03 2j05-1.9%  AvaHigh SHR 1 100.00% 751 SHR. 1 200 | 100.00% [ 1,072 +321 +42.7%
GP LP-04 z/vm High/LV 4 SHR 1 114% 75 4 SHR 1 15 1.14% 108 +33 +44.0%
IFL  Lp-0S Linux Low/L 5  SHR 2 88.39% 1,635 5 SHR 2 200 88.89% || 2,087 +452 +27.6%

Ml m  Lpos Linux Low/L & &SR 1 1111% 204 & SHR 1 25 1.11% [0 261 +57 +27.9%
ICF  LP-07 B CcrcC 7 ©DED 1 nfa 866 7 DED 1 n/a il 1,140 +274 +31.6%

Change Contrals

Commit Changes | |  Undo Changes Optimize SHR. LCPs [ Consider Margin-ofError i ||

nificant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

nput fields have white background; Swffle-dick a "selection field” for drop-down list; Double dick a "key-in field” to open.

“Optimize” SHR LCPs
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Optimize Share LCP Configuration

42

-
il Cptimize LCPs

e

Dptimize Shared Logical CP Configuration

Select Partition Types
Wlee  [Flzaap [CjaP [l [TICF
LCP Count Assignment
@ Moderate (") Minimal
Cptimize | | Cancel
—= =

© 2015 IBM Corporation



Z Systems — WSC Performance Team

Commit the Changes

oHe

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Study ID: Sample zPCR Study
710 2097-E26: ABC Production on IBM z9-EC
2196 2817-M15: Cloned from z10 2097-E40
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification z10 2097-E26 7196 2817-M15 Full
List of Al Induded Partitions #1 A 2097-E26/700: GP=10 zAAP=17IIP=1 [FL=2 ICF=1 * A 2817-M15/700: GP=10 zAAP=1 zIIP=11IFL =2 ICF=1 Capacity (MIPS)
With Unique ID Metrics Partition Definition Mir i Partition Definition Pl Met o,

Typel Mame SCP I Workioad | LP# | Mode | LcPs | weight® | cap | capacty | LP# | Mode | LcPs | weight | weight® | cap | capadty | Change Delta i
P LPO1 2J05-1.9%  Average 1 SHR 10 53.23% 3,867 1 SHR 7 700 53.23% || 5566  +1,699 +43.9% |||
GP LP-02 z/05-1.9%  Average 2 SHR & 30.42% 2,210 2 SR 5 400 0.42% [ 3,154 +944 +42.7% |||
ZAAP  LP-02 2J05-1.9%  Average SHR 1 100.00% 778 SHR. 1 400 | 100.00% [ 1,106 +328 +42.2%
GP LP-03 z/05-1.9%  AvgHigh 3 SHR 4 15.21% 1,030 3 SR 2 200 15.21% [0 1,473 +443 +43.0%
AP LP-03 2J05-1.9%  AvgHigh SHR 1 100.00% 751 SHR 1 200 | 100.00% [ 1,112 +361 +48.1%
GP LP-04 z/VM High/LV 4 SHR 1 114% ¥ 75 4 SR 1 15 114% [@] 110 +35 +46.7%
L LP-0S Linux Low/L 5 SHR 2 83.89% 1,635 5 SHR 2 200 88.89% [ 2,088 +453 +27.7%
IFL P06 Linux Low/L & SHR 1 1L11% 204 6 SHR 1 25 11.11% [0 261 +57 +27.9%
ICF P07 CFCC CFCC 7 ©DED 1 nfa 866 7 DED 1 nfa il 1,140 +274 +31.6%
Change Controls
[ Commit Changes ] | Undo Changes ] [~ Dptimize SHR 1CPs | Consider Margin-of-Error

Far significant configuration changes, capacity comparisons
Uparading the processor family is consi

d be considered to have a +/-5% margin-of-error
d a significant configuration change

nput fields have’whih& badkground; Single,dick a "selection field” for drop-down list; Double dick a 'kev%ld' o open,

Commit, Undo Changes, or
change by hand (any white area)
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SMT Support in zPCR

.
Ll Partition Detail Report

Graph Docurnentation

[[ Add SMT Benefit to Capacity Results ] ]

@ M M g zPCR V8.7
Partition Detail Report
Based on LSPR Data for IBM z Systems Processors
Study ID: Not specified
#SA For Presentation
Description: Cloned from Proposed 2964-707 with IFL
z13/700 Host = 2964-N30/700 with 10 CPs: GP=7 zIIP=2 IFL=1
11 Active Partitions: GP=8 zIIP=2 IFL=1
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
Indude Partition Identification Partition Confi ion Cappi Partition Ca pacity
% Mo | Type | Mame scP Workioad | Mode | LCPs | wweight | Weight% | v | ABS | Miimum | Maximum
1 GP CICSA z/05-2.1 Average SHR 3 340 34.00% [ 3,347 4,219
1P CICSA z/05-2.1 Average SHR. 2 100 50.00% [ 1,552 3,104
2 GP BATCHA z/05-2.1 Average SHR 2 195 19.50% [ 2,021 2,962
3 GP BATCHE zj05-2.1 Average SHR. 2 32 3.20% I:‘ 332 2,962
4 GP TESTE z/05-2.1 Average SHR 2 12 1.20% [ 124 2,962
5 GP TESTIMS zj05-2.1 Average SHR. 2 36 3.60% I:‘ 373 2,962
& GP CICSE z/05-2.1 Average SHR 3 297 29.70% [ 2,923 4,219
1P CICSE z/05-2.1 Average SHR. 2 100 50.00% [ 1,552 3,104
7 GP IMSA z/05-2.1 Average SHR. 2 73 7.30% [0 757 2,962
GP TESTCICS z/05-2.1 Average SHR 2 15 1.50% [ 155 2,962
9 IFL TESTLMX zZVM Average/LV SHR. 1 100 100.00% [ 1,746 1,746
Capacity Summary by Pool
Table View Controls - o = wmof Er—
Display ZAAP/ZLIP/IFL Partitions CP Pool CPs LPs | LcPs | LCPs | LCPiRCP | Weights Totals
@ With Assodated GP (7) Separate by Pool ) 7 3 13 2571 1,000 10,033
Showe GP Pool Spedialty Pools ZAAP
= e ZIIP 2 2 4 2,000 200 3,104
@) All Partitions GP ZAAP zIIP = i i q AT o e
(™) Includes Only IFL ICF ICF
Totals 10 11 o 23 14,883

Add SMT Benefit

/[ Host Summary ] [ Modify SCP/Workload ] [ LCP Alternatives ] [ ZAAP(ZIIP Loading

44

Upgrading the processor family is considered a significant configuration change

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error

IInput fields have white background; Single-dick a "selection field” for drop-down list; Double dick a “key-in field” to open.
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SMT Support in zPCR

r bt
il Partition Detail Report o 20 |

Graph Documentation

@ @ M M J ZPCR V3.7

Partition Detail Report y
Based on LSPR Data for IBM z Systems Processors
Study ID: Not spedified
#5 For Presentation
Description: Cloned from Proposed 2964-707 with IFL
Z13/700 Host = 2964-N30/700 with 10 CPs: GP=7 zIIP=2 IFL=1
11 Active Partitions: GP=8 zIIP=2 IFL=1
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for /0S5 on 210 and later processors is represented with HiperDispatch turned OR

2. SMT Benefit and
Capacity

N\

1. SMT Benefit %
selection

Indude Partition Identification Partition Configuration Capping SMT Partitiom Cap%tv
v | no. | Type | meme SCP Workload | Mode | LcPs [ weight | weiht % | v [ aBS || Benefit|| Minimum | Mgfmum \
1 GP CICSA 7j05-2.1 | Average SHR 3] 3w 34.00% [ 3,347 4,219 . \
AP CICSA zj052.1  Average SHR 2 [ 100 50.00% [ | 25% || 1,840 3,880 [ - \
2 @GP BATCHA zJ05-2.1 Average SHR 2 195 19.50% [ 2,021 2,962 1l Global SMT \ EIEI&J
3 oGP BATCHE zjO5-2.1 | Average SHR 2 32 3.20% [ 332 2,962 - -
4 P TESTE zjO5-2.1 | Average SHR 2 12 1.20% [] 124 2,962 g g PCR V8.7
5GP TESTIMS | z/05-2.1 | Average SHR 2 3 3.60% [ 373 2,962 |E
& @ CIcse z/o52.1 | Average SHR 3| 297 | 29.70% [ | 2923 4,219 SMT Benefit
P CICSB zj05-2.1  Average SHR 2 [ 100 50.00% [ | 25% 1,940 3,880 iy
7 OGP IMSA 7jos-2.1 | Average SHR 2 73 7.30% [] 757 2,962 Set by Partition Ty
8 P TESTCICS | 7/05-2.1 | Average SHR 2 15 1.50% [ 155 2,962 L On Return, Set All ST
|l 3 IR TESTLMY | zVM Average/lV | SHR 1] 100 | 100.00% [ \_20% J| 2,005 2,005 ~ W ‘ Partitions of Type Benefit
P 25%
Capacity Summary by Pool IFL 20%
Table View Controls = I
Display zAAP/=1IFIFL Partitions Real DED SR Sumof | SMT Eapadty
) j cPPool | CPs | LPs | LCPs | LCPs | LCPIRCP | Weights | Benefit |  Totals
@ With Associated GP (7) Separate by Pool aF 7 3 3 5571 1,000 10,033
Show GP Poaol Spedalty Pools ZAAP - o
_ iy =P 3z 4 2.000 200 25% 3,880
i@ All Partitions GP ZAAP ] L B 1 . 000 100 0% 2,095
() Indudes Only IFL ICF ICF
Totals 10 11 0 23 16,009

[ Hide SMT Benefit from Capacity Results ] [ Clear all SMT Benefit values when Hiding | Global SMT Benefit | [ Show SMT SCP Restrictions ] ]( 3 o S M T D IS p I ay

[ Host Summary ] [ Modify 5CP Morkload ] [ LCP Alternatives ] [ zAAP[Z1IP Loading ] Controls

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
When displaying default SMT Benefit value, margin-of-error is +/-10%; Larger SMT Benefit values, margin-of-error will be greater
Upgrading the processor family is considered a significant configuration change

IInput fields have white background; Single-dick a "selection field” for drop-down list; Double dick a "key-in field™ to open.
45 F:apacity Walues include SMT Benefit for one or more 2IIP andfor IFL partitions © 2015 IBM Corporation
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Show Host Capacity Summary

Click on the Host Capacity Summary
S]to view the report.

Click Host Capacity
Summary

File CPcalculator Documentation Help

Double dick on a tree branch below to access the relevant windows
Reference-CPU
REF . 2094-701 @ 593,00 MIPS
LSPR Multi-Image Processor Table
-----L5Pgml General Purpose CPs
Lo I TFLCPs
| LPAR Configurations
S W-W:0 2097 £
gz A 710 2097E40

3 A 7196 2817M15

Migrate & Analyze
an|lss |

210 2097-E26
ABC Preduction on IBM z3-EC
710 EC/TD0 LPAR Host 2097-E26/T00

#2 #3 #4
CP Type

RCPs 10

Partitions 4

Capacity 7,181 751 1,840

|
| LCPs 21 i 3 1
|
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Host Capacity Summary

For each defined LPAR configuration, its icon and name are provided, along with the processor model information
and number of real CPs configured to each pool

To display the description field of any LPAR configuration, place the mouse pointer anywhere on
that row

Click on the Return to take you back at the Advanced-Mode Control Panel

‘ ® == -
Host Capacity Summary - = =]

LPAR Host Capacdty Summary Report
Study ID: Sample zPCR Study
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/05 on z10 and later processors is represented with HiperDispatch turned ON

[ LPAR Configuration Full CPC Capacity (based on usable RCP count)
Tdentity | Hardware @ | =z | ar | m | wF | Tom
[ #IA z10 2097-E26 2097-E26/700; GP=10 zAAP=1 zlIP=1 IFL=2 ICF=1 7,181 778 751 1,840 B66 11,416
#ZA z10 2097-E40 2097-€26/700; GP=10 zAAP=1 zlIP=1 IFL.=2 ICF=1 7181 778 751 1,840 B66 11,416
| #SA z196 2817-M15 2817-M15/700: GP=10 zAAP=1 zIIP=1 IFL=2 ICF=1 10,303 1,106 1,112 2,349 1,140 16,009
| Content Control Show capacity as
(@) Based on "z10 2097-E26" @ Full CPC
[7] Show Capacity Deltas
Incremental (7 Single-CP
For significant configuration changes, capacity comparisons should be considered to have a +/-5% marain-of-error ||

Upgrading the processor family is considered a significant configuration change

IPosition mouse on LPAR configuration to display description
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Save and Exit ;

Save Study

48

il Adva

nel [I...Sample Advanced Mode Study.zper] = | =

File CPcalculater Documentation Help

%

Sample 2PCR Study ~— |

' Double dick on a tree branch below to access the relevant windo

| Reference-CPU
gz [ 2094701 @ 593.00 MIPS

| | LSPR Multi-Image Processor Table

& i_PAR Configurations

----- #1 A 7102097 E25
----- #2 A 7102097 E40
----- #3 A 7196 2817:M15

Exit zPCR

Manage ~Compare Migrate & Analyze
=) = QuickStart Guide
Y k=1
210 2097-E26
#1 A ABC Production on IBM 23-EC
210 EC/T00 LPAR Host: 2097-E26/700
Pool|  #1 ¥ #3 #4 #5 cPC ‘
CFP Type GP ZARP P IFL ICF Total |
RCPs 10| 4 i 2 i I 15 |
| g 1| T
Partitions 4 i 1 2 1] 9|
LEPs 21 1 1 3 7 27
Capacity 7.181 778 51 1,540 s‘aag 11418

Capacity basis: 2094-701 @ 5593.00 MIFS for a shared single-partition configuration
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3 Ways to Input Data into zPCR

* 1 Manually
— For “what if” when no processor/system exists

=2 RMF

—When processor/system exists

» 3 EDF File

—When processor/system exists
—Recommended because of CPU MF input

49
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EDF Input for ZPCR CP3KEXTR and CP3KVMXT

have been recently
updated to support z13s

z/OS
Turn on CPU MF to start SMF 113 recording (primary partitions)
Post process SMF data with CP3KEXTR to produce EDF

reates EDF dataset one per .
SMF datasets one per partition CP3KEXTR runs on z/OS . Download the files to the PC
partition on the host

zIVM
Enable Monitor to record CPU MF data (primary partitions)
Post process Monitor data with CP3KVMXT to produce EDF

z/VM Monitor data per partition) CP3KVMXT runs on z/VM reates EDF dataset one per Download the files to the PC
partition on the host
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z/OS EDF Input

z/OS on System z
Turn on CPU MF to start SMF 113 recording (primary partitions)
Post process SMF data with CP3KEXTR to produce EDF

Get zPCR CP3KEXTR here: http://www.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS4229

Windows PC with zPCR installed
Download EDF (1 per partition) to PC
In zPCR, Get Host and Partitions from EDF

Load EDF(s)
o ) Gets CPU MF and
Select (or drag) all Processor Partitions simultaneously <— parked Engines

Select a representative interval or all partions
Show LPAR Host and its partition configuration
Create LPAR Configuration

Partitions with SMF 113s will assign “CPU MF” workload

" Creates EDF dat. t
SMF datasets one per partition CP3KEXTR runs on z/OS reates ataset one per Download the files to the PC
partition on the host
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Load the EDF f

Get host and partitions
from EDF file

52

lles into zPCR

!lul LPAR Host and Partition Configuration [untitled]

CHE e

s © @ W

E B 3 _ = _ == = !E!

LPAR Configuration Capacity Planning
Based on LSPR Data for IBM System z Processors

Description: |Enter description here

Study ID: Mot specified

Logical Partition Configuration

LPAR Host Processor

Processor  Family

Processor  Model

Partition Mo. of Mo, of Logical

CP Pool Maode Real CPs Partitionsl CPs

LCP:RCP
Ratio

Speed Setting

Books Configured

Books Unused

Maxiumum CPs

Maxiumum Partitions

CP Type | Assigned | Unused

GP

ZAAP

ZIIP

IFL

ICF

Total

Define LPAR Host Processor

Define Partitions

Create Host and Partitions From

Ner ] [

& | [ m | CF
Copy Partitions From

EDF RMF

Capacity Reports

Host Summary

Partition Detail Partiion Utilized Capacity
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Load the EDF files into zPCR — Select an

Select an
interval

Q¢

EDF Intervals

EDF File Marme: I\zpcr\ Task 1.edf

Interval

Sort on GP
Pool
Utilization

Relative GP Mumber of Fool 1
val Processor Interval Active Incudes GF Pool
N CPCID Model Date Time Length Partitions | CPU-MF | e Utilization
iz MDDDI 2817-707  2012-09-15  10:44:00 00:15:00 L'a 100.00%
10, CPCO0001 2817-707 2012-09-15  10:1<:00 00:15:00 l's 100.00%:
5. CPCO0001 2817-707  2012-09-15 (09:49<:00 8 v 99.99%
7. CPCO0001 2817-707  2012-08-15  09:25:00 8 99.99%
13 CPCO0001 2817-/07 2012-09-15  10:5%:0 8 99.98%
E i oA CPCO0001 2817-707  2012-09-15 00:15:00 8 99.98%
9. CPCO0001 2817-707 00:15:00 8 99.95%
1% CPCO0001 11:14:00 00:15:00 8 L 99.97%
1+ CPCO0001 091400 00:15:00 8 L 99.97%
15 CPCOO001 11:29:00 00:15:00 8 99.95%

CPU MF
(SMF 113)
data available

53
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LPAR Configuration from EDF for Chosen

WEY Create LPARC Fit Lien EDF
wwl onfiguration from

54

3
LPAR Configuration from EDF
. z/0S SMF Data Set Name: ZPCRLAB.CPUMFSMF
13
Click “Create LPAR Extract Version: CP3KEXTR11/16/12
. . o EDF File Name: I\zpcr Task 1.edf
Confi guration Interval #12: Date=2012-09-15 Time=10:44:00 Length=00:15:00
CPC ID: CPCO0O001; GP Processor Model = 2817-707
z196 Host = 2817-M15/700 with 7 CPs: GP=7
Create Active Study
LPAR Host as specified above
Partition Configuration as specified below
LP Lp Partition Identification Partition Configuration HiperDispatch CPU-MF

Create is from Assigned LCP= Workload Method
LP | Active | EDF | MNo. | Type Mame SCP Workload | Mode | LCPs | Weight | Weight % | CAP | Active | Parked | RMI | Assignment Used
|z| v v 1 GP CICSA z/05-1.13  Average SHR 7.0 340 34.0%: v 4.0 0.88 Average CPU-MF
|I| ¥ 2 GP BATCHA z/05-1.13  Average SHR 7.0 185 19.5% Default
III ¥ 3 GP BATCHE z/05-1.13  Average SHR 2.0 32 3.2% Default
[#] v 4 GP TESTB z/05-1.13  Average SHR 2.0 12 1.2% Default
[#] v 5 GP TESTIMS z/05-1.13  Average SHR 5.0 36 3.6% Default
III L B GP CICSE z/05-1.13  Average SHR 7.0 297 29.7% Default
[#] s 7 GP IMSA z/05-1.13  Average SHR 5.0 73 7.3% Default
|z| ¥ 8 GP TESTCICS  z/05-1.13  Average SHR 2.0 15 1.5% Default
I Select Al l [ Select Active I I Remave Al ] [ Choose Anather EDF Interval I ] Viton openg Dol B it 2 TR

remove Parked LCPs from the LCP Count

[ Create LPAR Configuration ]

)"Jote: One or more partitions have "Parked” LCPs. The LCP count for HiperDispatch partitions should be reduced by the number of "Parked™ LCPs

I ]-Click on "Copy LP" checkbox to select partitions to be copied to the active study
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Output Options

= Types
—CSV
—HTML

» Processed by
—Spreadsheets (HTML and CSV)
—Word Processors (HTML)
—Browsers (HTML)

55
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Output Results

Graph Docurnentation

Partition Detail Report
Based on LSPR Data for IBM System z Processors
Study ID: Sample zPCR Study

Output to s A 21020072

Description: ABC Production on IBM z9-EC

HTML file 710 EC/700 Host = 2097-E26/700 with 15 CPs: GP=10 zAAP=1 zIIP=1 IFL=2 ICF=1
/ 9 Active Partitions: GP=4 zAAP=1 zIIP=1 IFL=2 ICF=1
1 Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
i Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
Partition Identification Partition Configuration Partition Capacity
I Indude | No. | Type |  Name SCP Workload | Mode | LCPs | weight | weinht% | cAP | Minimum | Maximum
I 7] 1 GP LP-01 z/05-1.9 | Average SHR 10 700 53.23% [ 3,867 7,264
7] GP LP-02 z/05-1.9* | Average SHR & 400 30.42% [ 2,210 4,359
7] AP LP-02 z/05-1.9%  Average SHR 1 400 100.00% [7] 778 778
& 3 oGP LP-03 | zj05-1.9* | Avg-High | sHR 4 200 15.21% [ 1,030 2,708
1P LP-03 z/05-1.9=  Awg-High SHR 1 200 100.00% [ ] 751 751
= 4 GP LP-04 zVM High/LV SHR 1 15 1.14% 75 75
& 5 IFL LP-05 Linux LowL SHR 2 200 88.89% [ 1,635 1,840 ||
7l 6 IFL LP-06 Linux Low/L SHR 1 25 11.11% [ 204 920 |||
@] 7 IeE LP-07 CFCC CFCC DED 1 nja 1] -1 866 ||
| |
Table View Controls Capacity Summary by Pool
Display zAAPZIIP/IFL Partitions CP Pool i RCPs i Partitions I LCPs SHR LCP:RCP ] Capacity
@ With Assodated GP () Separate by Poal GP 10 4 21 2.100 7,181
_ ZAAP 1 1 1 1.000 778
Show GP Pool Spedalty Pools SIIP 1 1 T 1.000 751
@ All Partitons  [J] GP (7] zaaP 1P TFL 2 2 3 1,500 1,840
ICF 1 1 1 All DED B66
© Indludes Only kit (7] 1cF Totals 15 g 27 11,416
Output to CSV
fl | e Host Summary | [ Modify SCP/Workload ] [ LCP Altermatives I | ZAAP Z1IF Loading I I Calibrate Capacity
L]

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upagrading the processor family is considered a significant configuration change

Iti[nput fields have white background; Single-dick a "selection field™ for drop-down list; Double dick a “key-in field” to open.
0 O > |
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Single Spot on the Web to Get More Information

» ZPCR Getting Started Page
http://www.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS1381

— Contains:
 Downloadable Code
» 7zPCR Users Guide
» External File Layout documentation

Links to both CP3KEXTR and CP3KVMXT
Link to enabling CPU MF information

— Technical Support Information
» Training materials in .avi format (voice over foils)
» zPCR Demonstration

5 sections (wmv files)
Fundamentals

LPAR planning (basic and Advanced mode)
» Education Exercises

1 Advanced Mode Exercise for z10 to z196
» Special Notices and FAQs

= Q&A and defect support are available through email: zpcr@us.ibm.com
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Techdocs provides the latest ATS technical collateral
www.ibm.com/support/techdocs

United States [ change]

"t-l;:-rne -S_iﬁ-i;.-r-li.(.:-ns >

Flashes
Presentations & tools
Technotes & tips
FAQs

White papers

Solution scenario

profiles

Customer support plans
Sizings

Auxiliary Material
Search Techdocs

Techdocs feedback

Related links
» Redbook publications

=re Support

Services -

Products »  Support & downloads ~ My IBM -

Welcome Kathy Walsh (ot vou?] [ BW Signin |

Techdocs - the Technical Sales Library

L
Looking for what's nawin

This site provides access to the Technical Sales Support organization's the Techdocs Library?
technical information databases. It gives vou access to the most current %

Is this your first visit to
Techdocs (the Technical
Sales Library)?

=+ Learn mores

stest updates
installation, planning and technical support information available fram 1BM =
pre-zales support, and is constantly updated. You can browse or search
these databases by date, document number, product, platform, keywords, vt St >

etc.
Looking for support
New to Techdocs? Take a look at our detailed introduction, which describes | rescurces or other
the document categories available (those listed on the navigation area on the  deocuments and tools?
left side of this page]. i

Support & downloads
Rather than browse these categories, as a convenience you may enter a

search of the full Techdocs database, or of any category vou wish, here:

Saarch: ! All of the Techdocs Likrary ivf [ allew werd variants

O "Fuzzy" search

for:
Fen [xel [ Tie] Search
Hits 50 |¥ | Order by:| felevance v
| = |
Include dacs updated;é?_r_]}{ I”]"E :_V; Help for

Also available: our Advanced search, where yvou can select documents
based an various assigned document attributes.
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Example of Using zPCR Favorites Support

wl LSPR Capacity Ratio Table = 2 |

34
Workload Graph Help |
@ M g ZPCR V8.5¢C Settings Help
zf(0S-1.13 LSPR Data (07/23/2013) Processors Displayed
LSPR Multi-Image Capacity Ratios (L) All Families
) General Pur 'CI_)S _ (@) Selected Families
Values are applicable for z/0S; representative of /WM and Linux =
Capacity basis: 2094-701 @ 559.792 MIPS for 3 typical multi-partition configuration (") Favarites
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turmed ON
= Selected Families
LSPR Workload Category El 78-BC E 20-EC
Processor Features | Flag | MSU Low Low-Avg | Average | Awg-High High i _
ZEnterprise 106/700 ~ Z10-RE V] z10-eC
2817-701 1w = 150 1,195 1,199 1,202 1,176 1,151 [Zlz114 7] z196
2817-702 2W = 281 2,325 2,298 2,272 2,192 2,117 < :
2817-703 w = 408 3,431 3,370 3,311 3,178 3,055 [¥]z8C12 [¥]zec12
2817-704 W = 531 4,313 4,415 4,320 4,134 3,964 =
2817-705 5W = 650 5,576 5,435 5,300 5,062 4,845 Favorites
2817-706 6WW = 766 6,620 6,430 6,251 5,062 5,609 1 | 2817-708
0 = 879 7,645 7403 7175 6,835
281 Copy to Favorites = 1,001 9,640 Q278 8,043 8,503 8,105
281 = 1,191 10,611 10,183 9,788 9,300 8,858
281 Scroll to I8M "L 1286 11,565 11,066 10,600 10,072 8,587
281 Scroll to Ref-CPU = 1,381 12,501 11,9249 11,407 10,822 10,294
281 Seroll to To = 1473 13,420 12,770 12,181 11,549 10,879
281 P = 1,562 14,323 13,592 12,832 12,254 11,643 —
281 Scroll to Bottom = 1,648 15,209 14,394 13,662 12,937 12,286
281 = 1,731 16,080 15,177 14,371 13,601 12,000
281 De-select all - 1816 16,045 15,056 15,076 14,260 13,528
2817-718 18w = 1,899 17,805 16,730 15,778 14,916 14,144
2817-719 19W = 1,983 18,660 17,500 16,476 15,564 14,756
2817-720 200 = 2,064 19,510 18,266 17,171 16,217 15,365
2817-721 21W = 2,144 20,335 19,027 17,862 16,863 15,969
2817-722 22W = 2,224 21,194 19,784 15,550 17,504 16,570
2817-723 23W = 2,306 22,029 20,537 19,234 18,142 17,168
2817-724 29W = 2,388 22,839 21,285 19,915 18,777 17,762 7
.
| Processor models in table = 1,064; In this view = 953; ntly selected = 1 |
Move Selected Processor
Provisional Reference-CRU ] [ Workload Categories ] [ Copy Selected to Favorites ] Table Controls

= A A

Provisional Reference-CPU is active
Selact multiple processors with Cerl+ LeftClick or Shft+ LeftClick: For flag explanation, position mouse on indicator
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ZPCR Favorites Support

ey
Workload Graph Help
M g #zPCR V& 5¢ Processors Displayed
7/05-1.13 LSPR Data (07/23/2013) '_ ) All Families
LSPR Multi-Image Capacity Ratios (7 selected Families
Favorite CPs 2 ]
Values are applicable for z/0S; representative of z/VM and Linux (@) Favorites
Capacity basis: 2094-701 @ 559.792 MIPS for a typical multi-partition configuration Selected Families
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON | 70-8C | 28-EC
LSPR Workload Category -
= = z10-BC ¥ |:Z10-EC
Processor Features SU Low J Low-Avg | Average | Avg—Hmh_I High -
2827-7xx 110 10W IFL 13,552 12,829 12,179 11,460 10,821 z114 [¥1Z196
2827-7wc 11 11W IFL = 14,751 13;926 13,188 12,399 11,699 ZBC12
2827-7oc 112 12W IFL = 15,924 14,994 14,166 13,308 12,548 )
wzras oW = s a5 saal  am0  sue  2em Favorttes
2827-507 7w = 470 4,129 3,968 3,820 3,613 3,427 P
2327-508 aw =i 530 4,679 4,486 4,308 4,073 3,863 2827 7ok 112
2827-509 v = 588 5,221 4,003 4 784 4,524 4,200

2827-7xx 113

2827-506

2827-507

2827-508

00 | [ || e L R

2827-509

| Processor models in table = 1,084; In this view = 8; Currently selected = 8 |

| Provisional Reference-CPU

Workload Categories

Copy Selected to Favorites

Table Controls

lobal Reference-CPU is active; double click any processor row to set it as a Provisional Reference-CPU
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Move Selected Processor

= Al V] [~
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What is new in zPCR V8.7 includes:

64

The IBM z Systems z13 Processor Family has been added
LSPR data is now based on z/OS 2.1

z13 Symmetric Multi-Threading (SMT)
z13 LSPR zIIP and IFL capacity can be displayed including SMT Benefit
Default SMT Benefit: zIIPs 25%, IFLs 20%

Absolute Capping may be manually specified fro z13, zEC12, or zBC12

In Advanced-Mode, number of LPAR configurations has been increased from 7 to 10
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Agenda

=|_ab Exercise Introduction

=|_ab Exercise

70
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Overview of Lab Exercise

= XYZ Corporation Background

— Currently has System z196
o 2817-707 (7 way GCPs)
e Customer views it as having 7,164 MIPS from last zPCR
* Machine averages 100% busy during peak

* Plan being developed to replace with zEC12

—Must have at least 36%+ additional capacity
» atleast 9,743 MIPS

—Prefer a z13 2964-7xx but would consider a sub-capacity z13 2964-6xx
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Lab Exercise — Tasks to Complete

» Task 1 — Load EDF containing the latest RMF/SMF data
— Including SMF 113s

» Task 2 — Rename the configuration

» Task 3 - Save the current study in Advanced-Mode
—e.g. task2.zpcr

» Task 4 - Find an appropriate z13 700 replacement processor
» Task 5 - Model the intended z13 LPAR host using Advanced Mode

» Task 6 - Review the Capacity results and save the Study
— Use a different file name than Task 3, e.g. task6.zpcr

= Additional Analysis To Try
— A. Model a z1312 600 as an alternative
— B. Add 1 IFL partition running Linux for System z under z/VM and 1 zIIP partition

with 2 zIIPs (CICSA) on z13 700
 Add SMT Benefit — use 20% IFL default and 25% zIIP default

The purpose of this lab is to enable familiarization and skill in executing zPCR
Advanced Mode, and it may not necessarily reflect capacity sizing best practices
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