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ZPCR Capacity Sizing Lab Exercise

zPCR Capacity Sizing Lab — Part 2 Hands On Lab Exercise

John Burg

Function Selection Window
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File Edit CPcalculator Registration Documentation Help
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zZPCR

Processor Capacity Reference for IBM z Systems

Study ID:

Tab-1: Multi-Image Capacity | Tab-2: Single-Image Capaoty|

LSPR Mult-Image Capacity Ratios

General Purpose CPs IFL CPs
Workload Categories

Capacity results will be relative to a 2094-701
MI capacity is 559.792 MIPS, for a 5-partition configuration

LPAR. Configuration Capacity Planning
Project capacity for spedfic LPAR configurations

Hardware: IBM z Systems processor models
CF types: General Purpose, zAAP, zIIP, IFL, ICF
Control programs: z/0S, z/\M, z/VSE, Linux, zAware, CFCC

[7] Advanced-Mode (multiple LPAR configuration suppert)

[ Define LPAR Host, Configure Partitions, Assess Capadty

Capacity resufts will be relative to a 2094-701
51 capacity is 593.00 MIPS, for a 1-partition configuration

Reference-CPU (controls all zPCR function)

I REF . 2094-701 @ 593.00 MIPS

IBM 213

QuickStart Guide

lick on Single-Image Capacity tab for LSPR Single-Image Capacity tables
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ZPCR Capacity Sizing Lab Exercise

Objective

You will use zPCR (in Advanced Mode) to define a customer's current LPAR
configuration and then project the capacity expectation for an upgrade to newer
technology. The capacity results will then be used to determine if the upgrade model is
adequate to support all of the work, and to determine if the amount of CP resource
available to each partition is adequate to support that partition’s workload with the
anticipated growth applied.

Problem

XYZ Corporation currently has a z196 2817-707 (7-way processor) installed, which
based on their last zPCR study as having about 7,164 MIPS of usable capacity. The
2817-707 is currently averaging 100% busy during peak processing periods. The
workload environment includes multiple logical partitions, all running on General
Purpose CPs, as shown in the table below.

Partition lr_npo-de LCPs | Weight Capped Workload Category
1 CICSA Share 7 340 No z/0S-2.1 Average
2 BATCHA Share 7 195 No z/0S-2.1 Average
3 BATCHB Share 2 32 No z/0S-2.1 Average
4 TESTB Share 2 12 No z/0S-2.1 Average
5 TESTIMS Share 5 36 No z/0S-2.1 Average
6 CICSB Share 7 297 No z/0S-2.1 Average
7 IMSA Share 5 73 No z/0S-2.1 Average
8 TESTCICS Share 2 15 No z/0S-2.1 Average

A plan is being developed to replace the z196 2817-707 with a newer technology z
Systems (z13) processor. The specific model chosen must provide at least 36%
additional capacity, or 9,743 MIPS (7,164 x 1.36). The current configuration is to be
moved to the new processor with the partitions and their workloads continuing as today.
The customer has turned on CPU MF counters and has collected SMF 113 data. They
ran CP3KEXTR and created an EDF file containing data from 2/03. The data spans from
8:00 am through 12:00 pm using 15 minute intervals. In addition the customer is looking
at moving some work to Linux on IBM z Systems.
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zPCR Capacity Sizing Lab Exercise

Tasks Overview

Here are the 6 tasks that comprise this zPCR familiarization exercise, addressing the
problem described above.

*** The actual Lab starts on the next page ***

» Task 1 - Load the EDF which contains the latest RMF/SMF data including
SMF 113 data.

» Task 2 - Rename the configuration.

» Task 3 - Save the current study in Advanced-Mode (e.g. task2.zpcr).

» Task 4 - Find an appropriate IBM z13/700 model replacement processor.
» Task 5 - Model the intended IBM z13/700 processor.

» Task 6 - Review the capacity results and save the study (use a different
file name than Task 3, e.g. task6.zpcr).

» Additional Analysis To Try

— A. Model a z13/600 as an alternative.

— B. Add 1 IFL partition to the z13/700 running Linux guests under
z/VM using SMT with a 20% capacity benefit, and add 1 zIIP
partition to the CICSA patrtition (2 zIIPs) using SMT with a 25%
capacity benefit.

Note: When instructed to Return the g icon should be used.

The Double Return QJ icon may be used to close multiple open
windows, returning directly to the Advanced-Mode Control Panel
window.
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ZPCR Capacity Sizing Lab Exercise

Task 1: Load the EDF with the RMF/SMF data

In this task you will load the current LPAR configuration into zPCR from the file supplied.

Note: zPCR’s default Reference-CPU setting is the 2094-701 rated at 1.00. In order to
have capacity results represented with typical MIPS values, we need to set the
Reference-CPU to the 2094-701 rated at 593 MIPS.

Analysis Steps

1. Start zPCR. After the Logo window stages, you will be viewing the Function
Selection window, on the Multi-Image Capacity tab.

Select the Advanced-Mode check box if it is not already checked
Click the Enter Advanced-Mode button.

= &
ml Advanced-Mode Control Panel [untitled] i. m

File CPcalculator Documentation Help
Advanced-Mode Capacity Planning Control Panel
Study I0:

Double dick on a tree branch below to access the relevant windows
Reference-CPU
i EEF ' 2094-701 @ 593.00 MIPS
LSPR Multi-Image Processor Table
"Ls"“llll General Purpose CPs
Sl Tl 7 s
;.PAR Configurations
--#IA Configuration #1

11 IJ; 3‘ §] C-_B C_.B, éﬂ k—’—‘lj QuickSiartGuide.

Mo LPAR configurations are defined

’rManage ’rCompare ’—Migrahe & Anal... ~‘

Define an LPAR. configuration ...
+Drag & drop a 2PCR study file, EDF, or RMF file onto the LPAR configuration icon
+Double-click the LPAR. configuration icon for manual definition windows
Create additional LPAR. configurations ...
+Click the "add{+}" toolbar icon and define the LPAR. configuration as described above
+5elect a defined LPAR configuration icon and dick the "Clone{=}" toolbar icon
Rename LPAR configurations ...
+Heft-dick to select the LPAR configuration icon
+Right-dick LPAR. configuration icon for pop-up menu and dick "Rename Configuration”™
+Enter new name and press ENTER
Delete LPAR configurations ...
+5elect LPAR configuration icon and dick the "Delete{X}" toolbar icon
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ZPCR Capacity Sizing Lab Exercise

4. Onthe Advanced-Mode Control Panel window, double click on the

|
Reference-CPU icon ~ . , currently tagged with “2094-701 @ 1.000 {ITR Ratio}".
The Reference-CPU window will appear.

a) Click Typical to set the Reference-CPU to the 2094-701 rated at 593 MIPS.
b) Click Return.

5. Open Windows Explorer (by clicking on “Start”, “All Programs”, “Accessories”,
“Windows Explorer”). Then using Windows Explorer (under My Computer\Local
Disk (C:)) select the C:\CPSTOOLS\zPCR\EDF Files directory, where the Task
1.edf file is located and visible. You’'ll probably want to size the Windows Explorer
window down, so that it can be visible with zPCR active. *** For the lab there is a
shortcut to this folder on the desktop ***

6. Drag the “Task 1l.edf” file from the “zPCR” subdirectory underneath or on top of the
“Configuration #1” icon A to open the EDF Interval Selection window.

Page 6 of 35
© 2015 IBM Corporation SHARE — March 2015



ZPCR Capacity Sizing Lab Exercise

EDF Interval Selection Window

Analysis Steps

1. Sort (Click) on the Pool 1 GP Pool Utilization column.

-
lul EDF Interval Selection

Qe

EDF Intervals
#IA Configuration #1

EDF File Name: D:\Share zPCR Lab\Task 1.edf

| Load EDF

Relative GP MNumber of Poal 1
Interval Processor Interval Active Indudes GP Pool
Number CPCID Model Date Time Length Partitions | CPU-MF | w Utilization
1 CPCO0001 2817-707  2015-02-03  10:44:00 00:15:00 8 ¥ 100.00% -
10. CPCO0001 2817-707  2015-02-03 101400 00:15:00 a L 100.00% |
8. CPCO0001 2817-707  2015-02-03  09:44:00 00:15:00 8 ¥ 99.99% -
7. CPCO0001 2817-707  2015-02-03  09:25:00 00:15:00 8 99.99%
13, CPCO0001 2817-707  2015-02-03  10:35:00 00:15:00 3 99.98%
11. CPCO0001 2817-707  2015-02-03  10:25:00 00:15:00 8 99.98%
9. CPCO0001 2817-707  2015-02-03  09:35:00 00:15:00 3 99.98%
14, CPCO0001 2817-707  2015-02-03  11:14:00 00:15:00 8 L 99.97% i
Pl e Tt Tatula ol e = e o o T e = e W =3 DN A A0 fula Pl fYalul ra falaliue . T8
Table View
[] Show All Pools  Mumber of intervals: 16

tﬁck on & row to select interval for which zPCR partition definitions are to be created

A

2. Select Interval #12 and double click to open the Create LPAR Configuration from

EDF window.
1ul Create LPAR Confiquration from EDF - =8 =
i
X
LPAR Configuration from EDF
z/0S SMF Data Set Name: ZPCRLAB.CPUMFSMF
Extract Version: CP3KEXTR11/16/12
EDF File Mame: D:\Share zPCR Lab\Task 1.edf
Interval #12: Date=2012-09-15 Time=10:44:00 Length=00:15:00
CPC ID: CPCD0O001; GP Processor Model = 2817-707
2196 Host = 2817-M15/700 with 7 CPs: GP=7
Create LPAR Configuration
LPAR Host as specified above
Partition Configuration as specified below
Partition ification Partition C i HiperDispatch CPU-MF
LP P Cappi Method
Copy | is from Assigned PPing LCPs orkload Used
LP | Active | EDF | No. | Type MName SCP Workload Mode LCPs | Weight | Weight % ABS | Active | Parked | RNI | Assignment
@ v v 1 GP CICSA zf0s-2.1 Average SHR. 7.0 340 34.0% v 4.0 0.83 Average CPU-MF
| v 2 GP BATCHA zf0s-2.1 Average SHR. 7.0 195 19.5% Default
| v 3 GP BATCHE zf05-2.1 Average SHR. 2.0 32 3.2% Default i
| v 4 GP TESTB zf05-2.1 Average SHR. 2.0 12 1.2% Default
[} v 5 GP TESTIMS zf05-2.1 Average SHR. 5.0 36 3.6% Default
m La 6 GP CICSB zj05-2.1 Average SHR. 7.0 297 29.7% Default
. ) « 7 GP IMSA zfO5-2.1 Average SHR. 5.0 73 7.3% Default
| L 8 GP TESTCICS zj05-2.1 Average SHR. 2.0 15 1.5% Default
U
[ Select Al J l Select Active J | Remove All J I Choose Another EDF Interyal ‘ 7| Whict copgig SRB UGl I

Create LPAR Configuration

remove Parked LCPs from the LCP Count

lote: One or more partitions have "Parked” LCPs. The LCP count for HiperDispatch partitions should be reduced by the number of "Parked™ LCPs

lick on "Copy LP" checkbox to select partitions to be copied to the LPAR configuration

© 2015 IBM Corporation
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ZPCR Capacity Sizing Lab Exercise

3. Click on Create LPAR Configuration to transfer the LPAR host processor and its 8
partitions to the active zPCR study.

4. Click OK to dismiss the zPCR EDF Copy Partitions transfer dialog.

Advanced-Mode Control Panel Window

‘1l Advanced-Mode Control Panel [untitled] = | =

File CPcalculator Documentation' Help

Al 2 o) e

Advanced-Mode Capadity Planning Control Panel

Study ID:

Double dick on a tree branch below to access the relevant windows
Reference-CPU
it [ 2094701 @ 593,00 MrPs

LSPR Multi-Image Processor Table
"Ls"‘]lll General Purpose CPs
5----*5:-!]"[ IFL CPs

LPAR Configurations

E----#IA Configuration £1

Manage Compare Migrate & Anal... X
= I = | || QuickStart Guide
{Ell_:__r__t_ T [E-C_J] ot ['é-ul_t’ﬂ } (st one]
Configuration #1
#IA Created from EDF D:...Task 1.edf interval # 12
z196/700 LPAR Host: 2817-M15/700
Pool #1 #2 #3 #4 #5 CcPC
CP Type GP zAAP zliP IFL ICF Total
RCPs T o ] o 0 T
Fartiticns 8 1] 0 (1] 1] 8
LCPs 33 a a o ] 33
Capacity 71840 nia nis n‘a n'a 7.184.0
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ZPCR Capacity Sizing Lab Exercise

Task 2: Rename the configuration

Review the capacity assessment and rename the configuration.

Analysis Steps

1. Refer to the “Rename an LPAR Configuration” at the end of this document to
rename the configurations as shown in the lab.

2. Using the directions above to rename "Configuration #1" to "Current 2817-707"

3. Double-click on the Current 2817-707 LPAR configuration icon ‘“Ato open the
LPAR Host and Partition Configuration window for the Current 2817-707 LPAR
configuration.

4. Click Partition Detail in the Capacity Reports Groupbox to open the Partition
Detail Report window. This window will reveal the total GP capacity available as
7,164 MIPS.

_ _
1l Partition Detail Report [ —— o [ Bt

Graph Documentation

<KEED

Partition Detail Report
Based on LSPR Data for IBM z Systems Processors
Study ID: Mot specified
#IA Current 2817-707
Description: Created from EDF D:\...Task 1.edf interval # 12
z196/700 Host = 2817-M15/700 with 7 CPs: GP=7
8 Active Partitions: GP=8

[ Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
f Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
ki Partition Identification Partition Configuration Capping Partition Capacity
v No. | Type | Mame scP Workload | Mode | LcPs | weight | weight% | v | AB5 | Minmum | Maximum
\ I:{! 1 GP CICSA z/05-2.1 Average SHR 3 340 [ 2,464.4  3,106.4
& 2 ‘gp BATCHA z/05-2.1 Average SHR 7 195 1,3825  7,080.8
& 3 GP BATCHE z/05-2.1 Average SHR 2 32 2319  2,070.9
il 4 GP TESTB z/05-2.1 Average SHR: 2 12 B7.0  2,070.9
@ 5 GP TESTIMS z/05-2.1 Average SHR 5 36 2589  5,136.2
& 6 GP CICSE 2/05-2.1 Average SHR 7 297 2,105.7  7,089.8
Eil 7 GP IMSA z/05-2.1 Average SHR 5 73 5249  5,136.2 |||
& 8 GP TESTCICS z05-2.1 Average SHR 2 15 108.7 2,070.9
‘Capacity Summary by Pool
Table View Controls a5
; i Real DED Sum of Capacity
Display zAAP ZIIP/IFL Partitions
_D ¥ 2R /1 CF Pool CPs | LPs | LcPs | LcPs | LCP:RCP | Weights Totals
@) With Associated GP Separate by Pool GP 7 3 33 4714 1,000 7,164.0
Show GP Pool Spedalty Pools ZAAP
@ Al Partitions [ GP ZAAP P Al
) - TH:
() Indudes Only IFL | e ICF
Totals 7 a8 0 33 7,164.0
Host Summary | | Madify SCP/Workload I I LCP Alternatives Calibrate Capadty

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

IInput fields have white background; Single-click a “selection field” for drop-down list; Double dlick @ “key-in field” to open.
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zPCR Capacity Sizing Lab Exercise

Task 3: Save the study

Analysis Steps

1.

Click Return twice (or click the Double Return) to close the LPAR configuration
windows.

From the menu-bar on the Advanced-Mode Control Panel window, click
File—»>Save as, to save your LPAR definitions for the current LPAR host processor.
(e.g. task2.zpcr)

Task 4. Find an appropriate replacement processor

Browsing the z/OS-2.1 Multi-image LSPR Capacity Ratios table, find the IBM z13
processor that can provide the required capacity increment using the z/OS Average
workload category.

Analysis Steps

1.

3.

From the Advanced-Mode window, double click on General Purpose CPs Ls"'llll
to open the LSPR Multi-Image Processor Capacity Ratios table.

Find an IBM z13 processor that can provide the required 9,743 MIPS. (tip: right click
for a list of the Families, select Scroll to IBM, then select z13/700).

For the purposes of this exercise, choose the 2964-707, which appears to have just
a bit more capacity than we require, (e.g. 9,964 for Average). Remember that
capacity values in the multi-image table represent typical (or average) partition
configurations, and therefore can only generalize on capacity.

Click Return to go back to the Advanced-Mode Control Panel window.

Page 10 of 35

© 2015 IBM Corporation SHARE - March 2015



zZPCR Capacity Sizing Lab Exercise

1:] LSPR Capacity Ratio Table =R
4 - — e e——
Workload Graph Help
. ZPCR V8. 7a
7/05-2.1 LSPR Data (01/14/2015)
LSPR Multi-Image Capacity Ratios
General Purpose CPs
Values are applicable for z/0S; representative of z/VM and Linux
Capacity basis: 2004-701 @ 559.792 MIPS for a typical multi-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
LSPR Workload Category
Processor Features | Flag | MSU Low Low-Aw]_l Average | Avg-High High

z13/700 -
2964-701 w = 210 1,779 1,736 1,695 1,614 1,540
2964-702 2w = 394 3,452 3,319 3,196 3,003 2,833
2964-703 w = 571 5,085 4,854 4,544 4,340 4,073
2964-704 E = 740 6,673 6,394 6,041 5,625 5,262
2964-705 5w = 905 8,233 7,792 7,392 6,366 6,410
2964-706 W = 1,062 9,755 9,202 8,700 8,066 7,518
2964-707 ™ = 1,212 11,260 10,573 9,954 9,224 8,587
2964-708 aw = 1,356 12,724 11,906 11,188 10,344 9,618
2964-709 9w = 1,496 14,157 13,204 12,371 11,425 10,613
2964-710 10w = 1,632 15,560 14,466 13,515 12,4969 11,574 |_
2964-711 11w = 1,764 16,933 15,693 14,622 13,479 12,501 |E
2964-712 12w = 1,891 18,278 16,887 15,693 14,453 13,395 =
2964-713 13w = 2,011 19,594 18,049 16,729 15,395 14,258
2964-714 149w = 2,129 20,833 19,178 17,731 16,305 15,091
2964-715 15w = 2,294 22,144 20,277 18,700 17,154 15,895
2964-716 16W = 2,358 23,400 21,371 19,665 18,055 16,695
2964-717 17w = 2,472 24,650 22,453 20,624 18,929 17,430
2964-718 13w = 2,584 25,895 23,541 21,579 19,794 18,282
2964-719 19w = 2,695 27,134 24,615 22,529 20,656 19,070
2964-720 20w = 2,801 28,368 25,690 23,475 21,513 19,354
2964-721 21W = 2,905 29,596 26,757 24,415 22,366 20,634
2964-722 2w = 3,009 30,818 27,818 25,351 23,214 21,410
2964-723 2Z3W = 311 32,035 28,875 26,282 24,059 22,182
2964-724 29w = 3,212 33,296 29,926 27,209 24,399 22,950 ‘=

| Processor models in table = 1,295; In this view = 231; Currently selected = 1 |

I Provisional Reference-CPU ] | Workload Categories l I Copy Selected to Favarites l Table Controls
lobal Reference-CPU is active; double click any processor row to set it as a Provisional Reference-CPU

Select multiple processors with Ctrl+LeftClick or Shft+LeftClick; For flag explanation, position mouse on indicator
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ZPCR Capacity Sizing Lab Exercise

Task 5: Model the intended LPAR host

Using the current z196 LPAR configuration as a starting point, we will transfer it to the
new IBM z13 processor, making any necessary adjustments to the partition definitions.

Analysis Steps

1. Single-click the Current 2817-707 icon on the Advanced-Mode Control Panel
window to select it.

2. Click the Clone = toolbar button. A 2"¢ LPAR configuration is created as an exact
copy of the first. Itisicon w2 A , Rename it to Proposed 2964-707.

3. Double-click the Proposed 2964-707 icon #EAto open the LPAR Host and
Partition Configuration window for the Proposed 2964-707 LPAR configuration.

4. Click Specify Host to open the LPAR Host window.
a) Setthe Family to be z13/700.
b) Setthe Model to 2964-N30/700 (this model has a maximum total of 30 CPs).
c) Leave z13 & z196 Power set to Full.

d) Leave General Purpose CPs set at 7 (recognized as a 2964-707). There are no
other CP types planned at this time.

il LPAR Host funtitled] L= =

(€< R V8,72

LPAR Host Processor

Study ID: Mot specified
#ZA Proposed 2964-707
Description; Cloned from Current 2817-707

Family Model
Z13/700 - 2964-N30/700 -
Power Mode
@ Full (7} Saving

Configure Real CP Types
GP ZAAP ZIIP IFL IEE

7 - {H] 1] - 1] - 1] -

L% 4

e) Click Return.
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zZPCR Capacity Sizing Lab Exercise

5. Click Partition Detail in the Capacity Reports group box.

Graph Documnentation

._ @ M M ﬂ PCR V8. 7a

Partition Detail Report
Based on LSPR Data for IBM z Systems Processors
Study ID: Mot specified
#2 fA Proposed 2954707
Description: Cloned from Current 2817-707
Z13/700 Host = 2964-N30/700 with 7 CPs: GP=7
8 Active Partitions: GP=8
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for /0S5 on z10 and fater processors i& represented with HiperDispatch turned ON

ndide Partition Identification Partition Configuration Capping Partition Capacity
v No. | Type | Name scp Workload Mode | Lcps | weight | weight% | v | ABS | Minmum | Maximum
] 1 GP CICSA zf05-2.1 Average SHR 3 340 34.00% || | 3,440 4,336
7 2 oGP BATCHA 2/05-2.1 Average SHR 7 195 19.50% [ 1,919 9,840
= 3 Gp BATCHB 2/05-2.1 Average SHR 2 32 3.20% [T 324 2,890
7l 4 Gp TESTB z/05-2.1 Average SHR 2 12 1.20% [ 121 2,890
| 5 GP TESTIMS 2/05-2.1 Average SHR 5 36 3.60% [ 361 7,155
7 5 GP CICSB 2/05-2.1 Average SHR 7 297 29.70% [ 2,922 9,840
= 7 Gp MSA 2/05-2.1 Average SHR 5 73 7.30% |7 731 7,155
8 Gp TESTCICS | z/05-2.1 Average SHR 2 15 1.50% [ 152 2,890

Capacity Summary by Pool

Table View Controls =
i it Real DED Sum of Capadity
Display zAAP [zIIP/IFL Partiions
I Spl ¥ /2P 1 CF Pool CPs LPs | LCPs | LcPs | LCP:RCP | Weights Totals
(@ With Assodated GP Separate by Pool P 7 5 33 2714 1,000 9,970
Show GP Pool Spedialty Pools ZAAP
@ All Partitions GP [lznap Fanid ;FBE’
(7 Includes Only [F ICF ICF
Totals 7 8 0 33 9,970
Add SMT Benefit to Capadty Results
HostSummary | | Modify SCPMWorkioad | | LCP Alternatives ZAAP/IIP Loading |

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

nput fields have white background; Single-dick a "selection field” for drop-down list; Double dick a "key-in field” to open.

& ——— ——— — — — — = e e 4
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ZPCR Capacity Sizing Lab Exercise

Task 6: Review capacity results and save the study

Using the capacity results for this new LPAR host, determine if we realized the desired
36% capacity increase (9,743 MIPS), for the overall host and for each individual
partition.

Analysis Steps

1.

On the Partition Detail Report window, the overall effective capacity for the z13
2964-707 is 9,970 MIPS for this LPAR configuration. The effective capacity for the
2196 2817-707 is 7,164 MIPS. (see page 9)

Click two Return buttons (or click the Double Return button) to close the LPAR
Configuration windows.

On the Advanced-Mode Control Panel window, select the two configurations (hold

the Ctrl key and click on both) and click the Compare C_'ll tool bar icon. The Host
Capacity Comparison window presents a processor oriented summary of the two
LPAR host configurations. The first LPAR configuration is shown on the left, and the
second is shown on the right. The partition types are listed in separate rows; the
metrics presented are their combined values representing the number of partitions,
the number of RCPs, the number of LCPs and the resulting capacity.

(il Host Capaity Comparisan
RN

LPAR Host Capacity Comparison Report

Capacity by Partition Type
Current 2817-707: Created from EDF D:\...Task l.edfinterval # 12
Proposed 2964-707: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON
#i Current 2817-707 ¥ Proposed 2964-707 Capacity
28174M15/700; GP=7 2954N30/700; GP=7 Net Change
Partition Usable SHR Full Usable SHR Full %
Type Partitions RCPs LCPs LCP:RCP Capadty Partitions RCPs LCPs LCP:RCP Capadty MIPS Delta
GP 8 7 33 4714 7,164 8 7 33 4,714 9,970 +2,806 +39.2%

ZAAP a 0 0 1]

ZIIP V] 0 o] o] 1] 1]

IFL 0 1] 0 o] 0 1]
ICF V] 1] a a

Total 8 I 33 7,164 8 7 33 5,970 +2,806 +39.2%
Comparison Report by Partition Show capadity as
Minimum Capadty | [ Maximum Capadty @ Ful CPC (=) Single-CP Consider Margin-of-Error
For significant configuration changes, capadty comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processar family is considered a significant configuration change
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ZPCR Capacity Sizing Lab Exercise

4. Click Minimum Capacity in the Comparison Report by Partition group box. Note
that all of the partitions see an increase of approximately 36% or more.

1ul Partition Capacity Comparisan [E=NE )

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Current 2817-707: Created from EDF D:\...Task 1.edfinterval # 12
Proposed 2964-707: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch tumned ON

Partition Identification 1 A Current2sir-zor 22 A Proposed 2964-707 Capacity
List of All Induded Partitions 2817-M15/700: GP=7 2964-N30/700: GP=7 Net Change
AR e o o e Partition Definition [ Partition Definition [ %
Type Name I scP I Workioad | 1P# | Mode | LcPs | Weight% | CAP | Capacty | 1P# | Mode | LcPs | Weioht | Weight% | cAP | Capadty MIPS Delta
GP BATCHA  z/OS21  Average 1 SR 7 19.50% 1,383 1 SR 7 195 19.50% 1,919 +536 +38.8%
GP BATCHB  z/OS-21  Average 2 SR 2 3% 232 2 SR 2 32 3.20% 324 +92 +39.7%
GP CICsA 7J05-2.1  Average 3 sHR 3 3400% 2,864 38R 3 340 | 34.00% 3,440 +976 +39.6%
GP CIcse Zos21  Average 4 sHR 7 2970% 2,106 4 SR 7 207 |  2:9.70% 2,922 +816 +38.7%
G IMsA 70521 Average 5 SHR 5 7.30% 525 5 SR 5 73 7.30% 731 +206 +39.2%
GP  TESTB 7J05-2.1  Average 6 SHR 2 1% 87 6 SR 2 12 1.20% 121 +34 +39.1%
GP TESTCICS  zf0S21  Average 7 sHR 2 L30% 109 7 SR 2 15 L50% 152 +43 +39.4%
GP TESTIMS  z/OS-21  Average 3 SHR 5 3.60% 259 3 SR 5 3 3.60% 361 +102 +39.4%

Change Controls

Optimize SHR LCPs Consider Margin-of-Error ‘

For significant configuration changes, capadity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

[Input fields have white background; Single-dick a "selection field™ for drop-down list; Double click & key-in field” to open.

5. Click Optimize SHR LCPs for GPs in the Change Controls group box to see if you
can improve the results by reducing the number of LCPs assign to each partition to
that required to accommodate its weight.

i B
il Optimize LCPs l = | ﬁ

Optimize Shared Logical CP Configuration

Select Partition Types

] 5B [Fzaap [[Mj=me [ IFL [ClIcF

....... )

LCP Count Assignment

@ Moderate () Minimum

Oiptimize | | Cancel
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ZPCR Capacity Sizing Lab Exercise

Click Optimize using the default “Moderate” to see if you can improve the results by
reducing the number of LCPs assign to each partition. Note: The weight percent is
used to determine the exact number of LCPs (rounded up to the nearest whole
number) to be assigned.

(=[5

-
1wl Partition Capacity Comparison

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Current 2817-707: Created from EDF D:\...Task Ledfinterval # 12
Proposed 2964-707: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification Current 2817-707 Proj 2964-707 Capacity
‘ List of All Included Partitions A 2817-M15/700: GP=7 7% 2964-N30/700: GP=7 Het Change
Wk w1 Moy Partition Definition = Partition Definition [ %
Type Name I scp I Workload | LP# | Mode | LCPs | Weight® | CAP | Capadty | LP# | Made | LCPs | Weight | Weight% | CAP | Capadty MIPS Delta
GP BATCHA  z/OS-21  Average 1SR 7 19.50% 1,383 1 sR 2 195 | 19.50% 2,047 +664 +48.0%
GP BATCHB  zj0S-21  Average 2 sR 2 3.20% 232 2 SR 1 32 3.20% 336 +104 +448%
GP CICsA 20521 Average ER- vt 3 34.00% 2,464 3 SR 3 30| 3:00% 3,569  +1,105 +448%
GP CICSB 20521 Average 4 SR 7 ®I0% 2,106 4 SR 3 27| 2.70% 3118 +1,012 +48.1%
G IMsA 20521 Average 5 SR 5 7.30% 525 5 SR 1 73 7.30% 766 +241 +45.9%
GP TESTE 20521 Average & SHR 2 L% 87 5 SR 1 12 1.20% 126 +39 +448%
GP TESTCICS  z/OS-21  Average 7 SR 2 150% 109 7 SR 1 15 L.50% 157 +48 +44.0%
GP TESTIMS  zjO5-21  Average a3 SR 5 3.60% 250 8 SR 1 % 3.60% 378 +119 +45.9%
Change Controls
U [ Commit Changes ] [ Undo Changes ] [ Optimize SHR.LCPS | Consider Margin-of-Error |

For significant configuration changes, capacity comparisans shotid be considered to have a +/-5% margin-of-error
Uparading the processor family is considered a significant configuration change:

[input fields have white background; Single-click a "selection field" for drop-down list; Double click 3 key-in field” to open.

7.  For availability reasons we will increase all of the partition LCPs showing only 1
LCP (i.e., BATCHB, IMSA, TESTB, TESTCICS, and TESTIMS) to have 2 LCPs as

shown below.

-
lul Partition Capacity Comparison

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Current 2817-707: Created from EDF D:\...Task Ledfinterval # 12
Proposed 2964-707: Cloned from Current 2817-707
Capacity basis: 20904-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification Current 2817-707 Proj 2964-707 Capacity
‘ List of All Included Partitions A 2817-M15/700: GP=7 w2 A 2964-430/700: GP=7 Net Change
With Unique ID Metrics Partition Definition = Partition Definition [ o
Type Name I scP I Workioad | LP# [ Mode | LCPs | Weight®% | CAP | Capadlty | LP# | Made | LCPs | Weight | Weight% | CAP | Capadty MIPS Delta
GP  BATCHA  z/05-2.1  Average 1 SR 7 15.50% 1,383 1 SR 2 195 15.50% 2,028 +645 +46.6%
GP BATCHB  zj0S-21  Average 2 SR 2 320% 232 2 SR 2 2 3.20% 333 +101 +43.5%
G CIcsA f0s21  Average 3 SR 3 34.00% 2,464 3 SR 3 390 | 34.00% 3,536  +1,072 +43.5%
G CICSB 70521 Average 4 SHR 7 ®W0% 2,106 4 SHR 3 97| 29.0% 3,089 +983 +46.7%
® IMsA 2J0S-21  Average 5 SHR 5 7.30% 525 5 SR 2 7 7.30% 759 +234 +44.6%
e TESTB f0s21  Average 6  SHR 2 120% 87 6 SR 2 1z 1.20% 125 +38 +43.7%
GP TESTCICS  z/05-21  Average 7 SR 2 150% 109 7 SR 2 i5 1.50% 156 +47 +43.1%
GP TESTIMS  zj0S-21  Average 8 SR 5 360% 259 8 SR z % 3.60% 374 +115 +44.4%

Change Controls

i [ Commit Changes ] I Undo Changes ] [ Optimize SHR LCPs J Consider Margin-of-Error ‘

For significant configuration changes, capacity comparisons should be considered to have & +/-3% margin-of-error
Uparading the processor family is considered a significant configuration change

[input fields have white backaround; Single-click a "selection field” for drop-down list; Double click a *key-in field” to open.
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ZPCR Capacity Sizing Lab Exercise

8. Click Consider Margin-of-Error

The capacity expectation derived from zPCR for a new machine should normally be
considered to have up to a 5% margin-of-error. The full £5% margin of error
should be considered whenever the LPAR host processor family is changed, or
when very significant changes are made to either the LPAR host CP configuration
or to the partition configuration itself. At this point all of the partitions realize the
intended 36% capacity increase when considering the £5% Margin-of-Error.

&Q g 2PCR V8.74
Margin-of-Error Consideration

Partition Minimum Capacity
Current 2817-707: Created from EDF D:\, .. Task 1.edfinterval # 12
Proposed 2964-707;: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration

L Capacity for z/0S on z10 and fater processors is represented with HiperDispatch turned ON
Current posed = W
Partition Identification #1A 2817707 - 24 Pro 2954 i _ '
‘ ‘ J Projected Projected Projected minus 5%
Type Name 5CP Workload Capadity Capadity ! % Delta Capadty % Delta
GP BATCHA 7fos-2.1 Average 1,383 2,028 +46.6%, 1,927 +39.3%
GP BATCHE zf05-2.1 Average 232 333 +43.5% 316 +36.2%
GP CICSA 7j05-2.1 Average 2,464 3,536 +43.5% 3,360 +36.4%
GP CICSE 7/05-2.1 Average 2,106 3,089 +46. 7% 2,935 +39.4%
GP IMSA zf05-2.1 Average 525 759 +44.6% 721 +37.3%
GP TESTE zfos-2,1 Average B7 125 +43.7% 119 +36.8%
GP TESTCICS zf05-2.1 Average 109 156 +43.1% 148 +35.8%
GP TESTIMS zf05-2.1 Average 259 374 +44. 4% 356 +37.5%

For significant configuration changes, capacity comparisons should be considered to have & +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

Page 17 of 35
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lli] Host Margin-of-Error

ZPCR Capacity Sizing Lab Exercise

First close the Partition-Margin-of- Error window. Then click Commit Changes in
the Change Controls group box to change the LPAR configuration to permanently
include the modified metrics, (from the Optimize). Note that the Host Capacity
Comparison window now shows we are delivering 10,401 MIPS (9,881 MIPS when
considering the 5% Margin-of-Error), both of which are greater than the 9,743
MIPS objective.

— =R

| g ﬂ ZPCR V8,73

Margin-of-Error Consideration

LPAR Host Capacity
Current 2817-707: Created from EDF D:\...Task 1.edfinterval # 12
Proposed 2964-707: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

#1 £\ Current 2817-707 #2 fA Proposed 2964-707
Partition Projected Projected Projected minus 5%
Type Capadity Capadity | % Delta Capadty | % Delta

) 7,164 10,401 +45.2% 9,881 +37.9%
ZAAP
2P
IFL
1cF

Total 7,164 10,401 +45.2% 9,881 +37.9%

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Uparading the processor family is considered a significant configuration change

L

10.

11.

Close all of the comparison windows by clicking the Return toolbar icon on the
Host Capacity Comparison window.

From the menu bar on the Advanced-Mode Control Panel window click
File>Save as, and save the complete study which will include both LPAR
configurations. (Use a different file name than in Task 3, e.g. “Task6.zpcr”.)

At this point we have met the 9,743 MIPS overall objective and 36% for each partition
even when considering a potential £5% Margin-of-Error.

*** End of Task 6 ***
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zPCR Capacity Sizing Lab Exercise

Additional Analysis To Try

A. Evaluate a z13/600 as an alternative

Browsing the z/0S-2.1 Multi-Image LSPR Capacity Ratios table, find the IBM z13/600
processor that can provide the required capacity increment using the z/OS Average
workload.

Analysis Steps
1. From the Advanced-Mode window, double click on General Purpose CPs
Ls""]III to open the LSPR Multi-Image Processor Capacity Ratios table.

2. Find an IBM z13/600 processor that can provide the required 9,743 MIPS. (tip
right click for a list of the Families, then select via Scroll to IBM, then select
z13/600)

For the purposes of this exercise, choose the 2964-612, which appears to have a bit
more capacity than we require, (e.g. 10,070 MIPS for Average etc). Remember that
capacity values in the Multi-Image LSPR table represent typical (or average)
partition configurations, and therefore can only generalize on capacity.

r = — —— 5

WorF_(_l_qa_d Graph Help

Q‘i M g ZPCR V8. 73

z/05-2.1 LSPR Data (01/14/2015)

LSPR Multi-Image Capadity Ratios

General Purpose CPs
Values are applicable for z/0S; representative of z/VM and Linux

Capacity basis: 2004-701 @ 559.792 MIPS for a typical multi-partition configuration
Capacity for z/0S on 210 and lter processors is represented with HiperDispatch turned ON

LSPR Workload Category
Processor Features | Flag | MSU Low Low-Avqg _] Average | Avg-High High
2713/600 -
2964-601 w = 134 1,121 1,094 1,068 1,017 970 I
2964-602 2w = 299 2,186 2,093 2,019 1,894 1,785
2954-603 3w = 3683 3,223 3,074 2,938 2,743 2,573
2964-604 Y = 471 4,234 4,020 3,827 3,364 3:338
2964-605 S = 577 5,225 4,943 4,690 4,361 4075 L
2564-606 a0 = 678 5,197 5,843 5,528 5,134 4,793 !E l
2964-607 w = 7 7,151 6,722 6,342 5,885 5,489
2964-608 aw = 874 8,087 778 7,132 6,613 6,164
2964-609 9w = 968 9,005 8,418 7,899 7,320 6,819
2964610 iow = 1,056 9,905 9,232 8,644 8,005 7,454
2964-611 i = 1,141 10,789 10,023 9,368 3,671 8,071
2964612 12w = 1,229 11,655 10,805 10,070 9,317 8,668
2964613 13w = 1,305 12,505 11,563 10,752 9,944 9,245
2964614 14w = 1,334 13,339 12,302 11,414 10,552 9,811
2964615 15w = 1,460 14,157 13,023 12,057 11,142 10,356
2964-615 16w = 1,535 14,971 13,739 12,685 11,727 10,896
2964617 i = 1,610 15,779 14,450 13,328 12,307 11,431
2964618 13w = 1,684 16,583 15,156 13,956 12,881 11,960 £

| Processor models in table = 1,2395; In this view = 231; Currently selected = 1 |

Provisional Reference-CPU ‘ I Workload Categories | [ Copy Selected to Favorites | Table Controls

(Global Reference-CPU is active; double click any processor row to set it as a Provisional Reference-CPU
Select multiple processors with Ctrl+LeftClick or Shft+LeftClick; For flag explanation, position mouse on indicator
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ZPCR Capacity Sizing Lab Exercise
4. Click Return to go back to the Advanced-Mode Control Panel window.

Analysis Steps

1. Single-click the Current 2817-707 “Aon the Advanced-Mode Control Panel
window to select it.

2. Click the Clone = toolbar button. A third LPAR configuration is created as an
exact copy of the second. Its icon ”A , Rename it Proposed 2964-612

3. Double-click the Proposed 2964-612 #3 4 icon to open the LPAR Host and
Partition Configuration window for the Proposed 2964-612 LPAR configuration.

4. Click Specify Host
a) Setthe Family to z13/600.
b) Setthe Model to 2964-N30/600 (this model has a maximum of 30 CPs).
c) Leave z13 and z196 Power set to Full.
d) Set General Purpose CPs to 12 (recognized as a 2964-612).

1l LPAR Host [untitled] o

LPAR Host Processor

Study ID: Mot specified
#SA Proposed 2964-612
Description: Cloned from Current 2817-707

Family Model

z13/500 - 2964430/500 -

Power Mode

@ Ful ) Saving

Configure Real CP Types
GP ZAAP ZIIP IFL ICF

12 - H] i) - 0 - 0 -

Ib13 zera GP configurations require zEC 12400

e) Click Return
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ZPCR Capacity Sizing Lab Exercise

5. Click Partition Detail. In the Capacity Reports group box, review the capacity for
the General Purpose CP pool.

r
tud i b i

h Documentation

77y M| mmi

&) | | ©) PCR V8.7

Partition Detail Report
Based on LSPR Data for IBM z Systems Processors
Study ID: Mot specified
#SA Proposed 2964-612
Description: Cloned from Current 2817-707
z13/600 Host = 2964-N30/600 with 12 CPs: GP=12
8 Active Partitions: GP=8
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for /0S5 on z10 and fater processors is represented with HiperDispatch turned ON
ndide Partition Identification Partition Configuration Capping Partition Capacity
v No. | Type |  miame sce Workioad | Mode | Lcps | weight | weight% | v | ABS | Minmum | Maximum
) 1 GP CICSA zf05-2,1 Average SHR. 3 340 34.00% || 2,704 2,704
& 7" &P BATCHA 2J05-2.1 Average SHR 7 195 19,50% [ 2,274 5,141
& 3 GP BATCHB 7/05-2.1 Average SHR 2 32 3.20% [ 411 1,803
& 4 GP TESTE 2/05-2.1 Average SHR 2 12 1.20% [ 195 1,803
= 5 @p TESTIMS 2j05-2.1 Average SHR 5 3 3.60% 7] 546 4,464
& 6 &P CICSB 2J05-2.1 Average SHR 7 297 29.70% [ 3,348 5,141
& 7 G IMSA 7/05-2.1 Average SHR 5 73 7.30% [ 943 4,464
] 8 GP TESTCICS 7f05-2.1 Average SHR. 2 15 1.50% [ 227 1,803
Capacity Summary by Pool
Table View Controls T
. e Real DED Sum of Capadty
Display zAAR(ZIIP fIFL Partitions
play RN CP Pool CPs LPs | LcPs | LcPs | LCPiRCP | Weights Totals

(@) With Assodated GP Separate by Pool ) 12 3 33 3750 1,000 10,648
Show GP Pool Spedialty Pools ZAAP

@) Al Partiions ~ [J] GP | zAAP 2P IZE

() Indudes Only IFL ICF IcF

Totzals 12 a 0 33 10,648

Add Benefit to Capadty Results

Host Summary | I Modify SCP/Workload l [ LCP Alternatives ZAAP f211F Loading

For significant configuration changes, capacty comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change
Note: One or more partition weights indicate more capacity than can be provided with LCPs defined; Unusable capacity is redistributed to the rest of the pool
Input fields have white background; Single-dick a "selection field” for drop-down list; Double dick a “key-in field” to open.
A

a) Note that one partition, CICSA, doesn't have a sufficient number of LCPs to
satisfy the weight assigned. We will fix this later

b) Note that Total capacity (10,648 MIPS vs 9,671 requirement). Click Return 2
times (or click the Double Return) to get back to Advanced-Mode Control

Panel window.

c) Select both the 2817-707 “Aand the 2964-612 #3 4 configurations and then

click Compare Q‘“ icon on the Advanced-Mode_Control Panel window.

© 2015 IBM Corporation
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ZPCR Capacity Sizing Lab Exercise

d) Click Minimum Capacity. Note that now all partitions are seeing more than the
required 35% capacity increase over the old 2817-707 configuration except for
CICSA.

1ul Partition Capacity Comparison == =

g M g ZPCR V8. 72

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Current 2817-707: Created from EDF D:\...Task Ledf interval # 12
Proposed 2964-712: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for 3 shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification Current 2817-707 Proposed 2964-712 Capacity
List of All Induded Partitions #IA 2817-M15/700: GP=7 #3A 2964-M30/600: GP=12 Net Change
With Unique ID Metrics Partition Definition s Partition Definition [ % !

Type Name scp Workioad | 1P# [ Mode [ Lcps | weight® | cAP | capacty | tP# [ Mode | LcPs | Weight [ Weight% | cAP | capadty MIPS Delta
GP BATCHA z/05-2.1 Average i SHR 7 19.50% 1,383 1 SHR 7 185 19.50% 2,274 +891 +64.4%
GP BATCHB z/05-2.1 Average 2 SHR 2 3.20% 232 2 SHR 2 32 3.20% 411 +179 +77.2%
GP CICSA z/os-2.1 Average ] SHR. 3 34.00% 2,464 3 SHR & 340 34.00% 2,704 +240 +9.7%
G CICSB 7j05-21  Average 4 SHR 7 B.0% 2,106 4 SR 7 67| 26.70% 3348 +1,242 +59.0%
GP ™MsA z/0S-2.1 Average 5 SHR 5 7.30% 525 5 SHR 5 73 7.30% 943 +418 +79.6%
GP TESTE z/os-2.1 Average ] SHR. 2 1.20% 87 6 SHR 2 12 1.20% 195 +108 +124.1%
GP TESTCICS  z/052.1  Average 7 SR 2 L50% 109 7 SR 2 i5 L50% 227 4118 +1083%
GP TESTIMS z/05-2.1 Average 8 SHR 5 3.60% 259 8 SHR 5 36 3.60% 546 +287 +110.8%

Change Controls

Optimize SHR LCPs [ Consider Margin-of-Errar

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

nput fields have white background; Single-dlick a “selection field” for drop-down list; Double dick a "key-in field” to open.

e) Click Optimize SHR LCPs for GPs in the Change Controls group box to see if
you can improve the results by reducing (increasing) the number of LCPs assign
to each partition to that required to accommodate its weight. Click Optimize with
the Moderate option.

r ' »
1l Partition Capacity Comparisen I [
g Q g PCR V8. 72

Partition Capadity Comparison Report
Based on Partition Minimum Capacity
Current 2317-707: Created from EDF D:\...Task Ledfinterval # 12
Proposed 2964-712: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and fater processors is represented with HiperDispatch turned ON

Partition Identification 1 Ay Surrent2sizzor 4o f Propesed 2064712 Capadty |
List of All Induded Partitions 2817-M15/700: GP=7 2964-M30/600;: GP=12 Net Change
AR o o M ek Partition Definition e Partition Definition e %
[ TypeJ Name I scp J Workload | 1P# [ Mode | LcPs | weight® | cAP | capadty | LP# | Mode | LCPs | Weight | Weight% | CAP | Capacity MIPS Delta
GP BATCHA  z/0S2.1  Averege 1 SR 7 19.50% 1,383 1 SR 3 195 19.50% 2,155 772 +55.8%
GP BATCHE  z/0S2.1  Average 2 SR 2 3% 232 2 SR 1 32 3.20% 354 +122 +526%
G CIcsA 70521 Aversge 3 SR 3 34.00% 2,464 3 SR 5 390 | 34.00% 3,688 +1,224 +49.7%
6P Cicss 70521 Aversge 4 SR 7 - 29.70% 2,106 4 SR 5 297 |  270% 3,250  +1,144 +543%
G IMsA 20521 Aversge 5 SHR 5 7.30% 525 5 SR 1 7 7.30% 807 +282 +537%
G TESTB 7/05-2.1  Aversge 5 SR 2 120% 87 -} 1 2 1.20% 133 +46 +52.9%
GP TESTCICS  z/05-21  Average 7 SR 2 150% 109 7 SR 1 15 1.50% 166 +57 +523%
GP TESTIMS  z/oS2.1  Average 8 SHR 5 2.60% 259 8 sHR 1 = 3.50% 398 +139 +53.7%

Change Controls

[ Commit Changes ] | Undo Changes ] [ Optimize SHRLCPs - \ Consider Margin-of Error

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

nput fields have white background; Single-dick a “selection field” for drop-down list; Double dick a "key-in field” to open.
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f) The CICSA partition has 49.7% more capacity and we have more than met our
35% objective for all partitions. We should also consider changing all of the
partitions with only 1 LCP to have 2 LCPs for availability reasons as shown
below. Increase the LCPs to 2 for partitions BATCHB, IMSA, TESTB,
TESTCICS, and TESTIMS. (CICSA now has 48.5% more capacity).

[l Parition Caparty Compinssar 1 == |
g M g ZPCR V8. 72

Partition Capacity Comparison Report
Based on Partition Minimum Capacity
Current 2817-707: Created from EDF D:\...Task Ledf interval # 12
Proposed 2964-712: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for 3 shared single-partition configuration
Capacity for z/0S on z10 and later processors is represented with HiperDispatch turned ON

Partition Identification Current 2817-707 Proposed 2964-712 Capacity ‘
List of All Induded Partitions #IA 2817-M15/700: GP=7 #3A 2964-M30/600: GP=12 Net Change
With Unique ID Metrics Partition Definition s Partition Definition [ %

[ TypeJ Hame scP Workioad | 1P# [ Mode [ Lcps | weight® | cAP | capacty | tP# [ Mode | LcPs | Weight [ Weight% | cAP | capadty MIPS Delta
GP BATCHA z/05-2.1 Average i SHR 7 19.50% 1,383 1 SHR Z 185 19.50% 2,138 +755 +54.6%
GP BATCHB z/05-2.1 Average 2 SHR 2 3.20% 232 2 SHR 2 32 3.20% 351 +119 +51.3%
GP CICSA z/os-2.1 Average ] SHR. 3 34.00% 2,464 3 SHR 5 340 34.00% 3,660 +1,196 +48.5%
G CICSB 7j05-21  Average 4 SHR 7 B.0% 2,106 4 SR 5 67|  26.70% 3,226 +1,120 +53.2%
GP ™MsA z/0S-2.1 Average 5 SHR 5 7.30% 525 5 SHR 2 73 7.30% 801 +276 +52.6%
GP TESTE z/os-2.1 Average ] SHR. 2 1.20% 87 6 SHR 2 12 1.20% 132 +45 +51.7%
GP TESTCICS  z/052.1  Average 7 SR 2 L50% 109 7 SR 2 i5 L50% 164 +55 +50.5%
GP TESTIMS z/05-2.1 Average 8 SHR 5 3.60% 259 8 SHR 2 36 3.60% 395 +136 +52.5%

Change Controls

[ optimize st LcPs | | Consider Margin-of-£mar | [

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

l Commit Changes ] | Undo Changes

nput fields have white background; Single-dlick a "selection field” for drop-down list; Double dick a "key-in field” to open.

g) Click on Consider Margin of Error. We also want to validate that all of the
partitions have enough capacity to ensure they cover the -5% Margin-of-Error.
We can see that all partitions are >35% delta on the projected minus 5%. more
capacity.
Illl Partition Margin-of-Errcr #_ __‘!E@Iﬂ‘
Jg ZPCR V8. 73
Margin-of-Error Consideration

Partition Minimum Capacity
Current 2817-707; Created from EDF D:\...Task 1.edfinterval # 12
Proposed 2964-712: Cloned from Current 2817-707
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration

| Capacity for z/0OS on z10 and fater processors is represented with HiperDispatch turned ON
Current posed = W
Partition Identification #LA 817707 _ #34 Pro m i _ '
I Projected Projected Projected minus 5%
Type MName SCP Workload Capacity Capadity ‘ % Delta Capadity % Delta
GP BATCHA zf05-2.1 Average 1,383 2,138 +54.6% 2,031 +46.9%
GP BATCHE zf05-2.1 Average 232 351 +51.3% 333 +43.5%
GP CICSA zf05-2,1 Average 2,464 3,660 +48.5% 3,477 +41,1%
GP CICSB zf05-2.1 Average 2,106 3,226 +53.2% 3,064 +45,5%
GP IM5A zf0s5-2.1 Average 525 BO1 +52.6% 760 +44.8%
GP TESTE zf05-2.1 Average B7 132 +51.7% 125 +43.7%
GP TESTCICS zf05-2.1 Average 109 164 +50.5% 156 +43.1%
GP TESTIMS zf05-2.1 Average 259 395 +52.5% 375 +44.3%

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

—— e A
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h) First close the Partition-Margin-of-Error window. Then click Commit Changes
in the Change Controls group box to change the LPAR configuration to
permanently include the modified metrics, (from the Optimize). Note that the
Host Capacity Comparison window now shows we are delivering 10,866 MIPS,
which is more than the 9,743 MIPS objective.

i) Click two Return buttons to close the windows.

While we won't execute the following in this lab, there are some things to consider since
this z13 2964-612 has more capacity than is required. Perhaps a z13 2964-611 could
be an option, although getting 36% more capacity with a +5% Margin-of-Error is unlikely.
If the partitions have zIIP/zAAP eligible workload content, perhaps their GCP
requirement / weight could be reduced making a 2964-611 an option closer to the GCP
capacity requirement.

In addition, this sub-capacity model has “more & slower” engines than the z196 2817-
707 and the z13 2964-707 option (which will be shown and briefly discussed at the end
of the lab).

In summary there are many additional “real world” considerations when utilizing zPCR to
analyze z Systems configuration alternatives to achieve desired capacity.

*** End of Additional Analysis A ***
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B. Add an IFL to the z13 2964-707 Configuration for the Linux workload
Add zlIPs to the z13 2964-707 Configuration for the CICSA workload

Analysis Steps

1. Single-click on the Proposed 2964-707 icon #EAon the Advanced-Mode Control
Panel window to select it.

2. L

Click the Clone “= toolbar button. A 4t LPAR configuration is created as an exact
copy of the second. Its icon #4 , Rename it Proposed 2964-707 with IFL.

3. Double-click the Proposed 2964-707 w IFL zlIPs “A icon to open the LPAR
Host and Partition Configuration window for the Proposed 2964-707 w IFL zlIPs
LPAR configuration.

4. Click Specify Host
a) Add1IFL CP.

b) Add 2 zIIP CPs.

. :
Izl LPAR Host [c:\..SHARE Seattle Analysis B with 2SMTs.zpcr] = 23

08 ¥

LPAR Host Processor
Study ID: Not spedified

#4 fA Proposed 2964-707 w IFL ZIIPs

Description: Cloned from Proposed 2964

Family Model
213/700 v | 2964N30/700 v
Power Mode

@ Ful Saving

Configure Real CP Types
GP ZAAP zIIP IFL ICF

7 v. 0 2 - - 1 vl 0 v

" 4

c) Click Return.
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5. From the LPAR Host and Partition Configuration window, click IEL in the Define

Partitions group box.

6. From the LPAR Partition Definition window, edit the partition name (from IFL-01)
by double-clicking the name field to open it and entering text to “TESTLNX", and

hitting enter.

p -
ful Partition Definition [ESRIE]™==)
Documentation
oA EEe =T
Define IFL Partitions
Based on LSPR Data for IBM z Systems Processors
Study ID: Not spedified
#4 A Proposed 2964-707 w IFL 21Ps
Description: Cloned from Proposed 2964
z13/700 Host = 2964-N30/700 with 10 CPs: GP=7 zIIP=2 IFL=1
9 Active Partitions: GP=8 zIIP=0 IFL=1
LP Identification LP Configuration Capping
Incude | No. Type | Name sCP Workioad Mode LePs | weicht | weight% | v | aBS
™ 1 IR TESTLNX zWm Average/LV SHR 1 100 100.00% I
Partition Summary by Pool
Real DED SHR Sum of
CP Poadl CPs LPs LCPs | LCPs | LCP:RCP | Weights
Name prefix | IFL 3 7: & 18 2571 1,000
Move Partition ot
2P 2
= (Al ] &2 IFL 1 1 1 1,000 100
ICF
Totals 10 9 0 19
Clone Delete
t fields are white background; Single dick selection field for drop-down list; Double diick entry fields to open,

Click Return.
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7. From the LPAR Host and Partition Configuration window, click GP / zIIP in the
Define Partitions group box.

8. From the LPAR Partition Definition select the CICSA partition, then click on the
z/OS only zIIP in the Associate with Selected GP group box. This will create the
associated zIIP partition for CICSA. Assign 2 LCPS to the zIIP patrtition.

-

fu] Partition Definition

_ Documentation

OAERe9 PR V87

Define General Purpose Partitions
Based on LSPR Data for IBM z Systems Processors
Study ID: Not specified

#4 fA Proposed 2964-707 w IFL 21IPs
Description: Cloned from Proposed 2964
z13/700 Host = 2964-N30/700 with 10 CPs: GP=7 zIIP=2 IFL=1
10 Active Partitions: GP=8 zIIP=1 IFL=1

Partition Identification Partition Configuration Capping

Indude | No.| Type |  Name scp Workload | Mode | LcPs | weight | weight®e| v | a8s

& 1 GP CICSA z/05-2.1 Average SHR 3 | 340 34.00% [ -

v zIIP CICSA 2f0S-2.1  Average SHR 2 | 100 | 100.00% [} '

¥ 2 &P _BATCHA z/0S-2.1 | Average SHR 2 195 19.50% [}

] 3 6P BATCHB 2/05-2.1 Average SHR 2 32 3 0% [ E

¥ 4 6 TESTB 2/05-2.1 | Average SHR 2 | 12 120% [ '

7] 5 GP TESTIMS zf05-2.1 Average SHR 2 36 3.60% []

7l 6 GP CICSB 2/05-2.1 Average SHR 3| 27 2.70% [

] 7 GP IMSA 2/05-2.1 Average SHR 2 73 7.30% [] -

Partition Summary by Pool
Associate with Selected GP Real DED l“ Sum of
CP Pool CPs | LPs | LCPs | LCPs | LCP:RCP | Weights
Name prefix |GP Sk Yooy =3 7 s 18 2571 T:on
ZAAP IFL
Move Partiton AR
2/0S only 0P 2 1 2 1.000 100
Al VY] N 21IP IFL 1 1 1 1.000 100
ICF
Totals 10 10 0 21

t fields are white background; Single dick selection field for drop-down list; Double dick entry fields to open.

Click Return.
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9. From the LPAR Host and Partition Configuration window, click Partition Detail in
the Capacity Reports group box to open the Partition Detail Report window,
revealing the updated capacity picture. The overall capacity increased to 15,083
MIPS.

rm[ Partition Detail Report [ =B -t )

| Graph Documentation

@@I_‘@J M g)] PCR V8.7

Partition Detail Report
Based on LSPR Data for IBM z Systems Processors
Study ID: Not spedfied
#4 £ Proposed 2064-707 wIFL 21IPs
Description: Cloned from Proposed 2964
Z13/700 Host = 2964-N30/700 with 10 CPs: GP=7 zIIP=2 IFL=1
10 Active Partitions: GP=8 zIIP=1 IFL=1
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/OS on z10 and later processors is represented with HiperDispatch turmed ON

Sickice Partition Identification Partition Configuration Capping Partition Capacity
v No. | Type |  Mame SCP Workioad | Mode | LCPs | Weight | Weight % Minimum | Maximum
¥ 1 GP CICSA 2/05-2.1 Average SHR 3 340 34.00% | i 3,347 4,219
2P CICSA 7f0s-2.1 0 SHR 2 100 100.00% 3,147 3,147
¥ 2 e BATCHA z/05-2.1 Average SHR 2 135 19.50% (] 2,022 2,962
¥ 3 GP BATCHB zj0S-2.1 Average SHR 3 32 3.20% 332 2,962
4 GP TESTB 2j0S-2.1 Average SHR 2 12 1.20% 124 2,962
@ 5 6 TESTIMS 2j05-2.1 Average SHR. 2 £ 3.60% [7] 373 2,962
6 GP CICSB 2/0S-2.1 Average SHR 3 297 29.70% | 3,079 4,443
7 @ IMSA 2/05-2.1 Average SHR 2 73 7.30% | 757 2,962
@ 8 P TESTCICS | z/05-2.1 Average SHR 2 15 1.50% [7] 156 2,962
@ 9 IR TESTLNX VM AveragelV | SHR 1 100 100.00% [ 1,747 1,747

Cngggity Summa Pool

Table View Controls 2L SR ;

} Real DED Sum of Capadty
Display zAAP Parti

) T ;ﬂ?m = m CP Pool cPs | LPs | LCPs | LCPs | LCPRCP | weights Totals

@ with GP (@) Separate by Pool P 7 8 18 2571 1,000 10,189

Show GP Pool Specialty Pools ZAAP

" . r - 2P 2 1 2 1.000 100 3,147
@ AlPartiions [V GP AAP vl P

s L2 2 L 1 1 1 1000 100 1,747
() Indudes Only [V |1cF IcF

Totals 10 10 [} 21 15,083
| Add SMT Benefit to Capacity Resuits |

[ Hostsummary | [ Modify SCPMorkioad | [ LCP Alternatives | | zAAP/2lIP Loading |

For significant configuration changes, capadity comparisons should be considered to have a +/-5% margin-of-error
Upgrading the processor family is considered a significant configuration change

t fields have white background; Single-dlick a “selection field” for drop-down kist; Double dick a key-in field" to open.

“ —

Click Return
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10. From the Partition Detail Report window, click the Add SMT Benefit to Capacity
Results button to open the SMT Benefit dialog and the Global SMT window.

i
2PCR - Partition Detail Report _— e [

'0' SMT Benefit

Be aware that SMT is currently supported only by the SCPs listed below.

SMT Benefit will not be realized by other SCPs until such support is available.
-z/05-21 (zlIP CPs only)
- z/WM-6.3 (IFL CPs only)

Mative Linux dees not currently support SMT.

zPCR currently does not enforce the SMT support rules based on the SCP specified.
SMT Benefit can be defined regardless of the SCP selected for the zIIP or IFL partition.

e

Click OK.

i T N
ul Global SMT =B

SMT Benefit
Set by Partition Type
0On Return, Set All SMT
v Partitions of Type Benefit
Fil 2IIP 258
il IFL 20%

[ Restore ZPCR Defaults |

b

You'll note that the SMT Benefit is defaulted to 25% for zlIPs and 20% for IFLs. In
this case since the customer has no experience with SMT we’ll the defaults. They
are also expecting to support Linux under z/VM in the near future. Click OK on the
information dialog and click Return on the Global SMT window. This will apply an
SMT Benefit to the Minimum and Maximum Capacity result for each zIIP and IFL
partition.

Page 29 of 35
© 2015 IBM Corporation SHARE — March 2015



zPCR Capacity Sizing Lab Exercise

1wl Partition Detail Report = | 5

| Graph Documentation

@IQHMQ PCR V8.7

Partition Detail Report
Based on LSPR Data for IBM z Systems Processors
Study ID: Not spedified
#4 fA Proposed 2964-707 w IFL 2IIPs
Description: Cloned from Proposed 2964
z13/700 Host = 2964-N30/700 with 10 CPs: GP=7 zIIP=2 IFL=1
10 Active Partitions: GP=8 zIIP=1 IFL=1
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/OS on z10 and later processors is represented with HiperDispatch turned ON

Tk Partition Identification Partition Config
v No. | Type | mName SCP Workoad | Mode | LCPs | weight
@ 1 G CICSA 2/05-2.1 | Average SHR 3| 30
AP CICSA zf0s-2.1 a SHR 2 100
2 6P BATCHA 2/05-2.1 Average SHR 2 195
3 GP  BATCHB | 205-2.1 | Average SHR 2 32
4 G  TESTB 2/05-2.1 | Average SHR 2 12
IFl 5 GP TESTIMS z/05-2.1 Average SHR 2 35
@ 6 G  CICSB 2/05-2.1 | Average SHR 3| 297
7 G IMsA 2/05-2.1 | Average SR 2 73
7] 8 GP  TESTCICS |2/05-2.1 | Average SHR 2 15
9 L TESINX | zWM AveragelV | SFR 1| 100
o
Table View Controls Summary by Poo) — -
. - Real DED Sum of SMT Capacity
D"_wb" i CPPool | CPs | LPs | LCPs | LCPs | LCPiRCP | wieights | Benefit | Totals
@ With Assodated P ©) Separate by Podl 3 7 8 B 2571 1,000 10,189
Show GP Pool Specialty Pools ZAAP
" =t = = 2P 2 1 2 1000 100 25% 3,933
QMo [ ol P T 1t 1 1000 100  20% 2,097
() Incudes Only i —JIcE IcF
Totals 10 10 0 21 16,219
| Hide SMT Benefit from Capadity Resuits | (] Clear all SMT Benefit values whenHiding | Global ST Benefit | | Show SMT SCP Restrictions |

[ Hostsummary | | Modify SCPMorkioad | [ LCPAltematives | | 244/z1IP loadng |

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
When displaying default SMT Benefit value, margin-of-error is +/-10%; Larger SMT Benefit values, margin-of-error will be greater
Upgrading the processor family is considered a significant configuration change

Input fields have white background; Single-dick a "selection field" for drop-down ist; Double dick 8 "key-in field” to open.

Capadity Values indude SMT Benefit for one or more zIIP and/for IFL partitons

. —

Note that with the SMT Benefit applied, the zIIP capacity has increase by 25%,
from 3,147 MIPS to 3,933 MIPS. The IFL capacity has increased by 20% from
1,747 MIPS to 2,097 MIPS, and the total capacity has increased from 15,083 MIPS
to 16,219 MIPS.
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11. Close all windows. On the Advanced-Mode Control Panel window, select the two
configurations #1 and #4 (hold the Ctrl key and click on both) and click the Compare

Q‘“ tool bar icon. Click on Minimum Capacity, and then click Consider Margin-of-
Error to see the Partition Margin-of-Error window.

r N
tul Partition Margin-of-Error B

G e
Margin-of-Error Consideration

Partition Minimum Capacdity
Current 2817-717; Created from EDF C:\...Task Ledfinterval # 12
Proposed 2964-707 w IFL zIIPs : Cloned from Proposed 2964
Capacity basis: 2094-701 @ 593.00 MIPS for a shared single-partition configuration
Capacity for z/0S on z10 and kter processors s represented with HiperDispatch turned ON

Current Proposed
Partition Identification #1A 217717 A S TwE T
Projected Projected minus 5%
Projected
Type J Name | ScP I Workdoad Capacity Capacity ] % Delta Capadity I % Delta
GP BATCHA zf05-2.1 Average 1,383 2,022 +46.2% 1,920 +38.8% |
GP BATCHB zf05-2.1 Average 232 332 +43.1% 315 +35.8%
GP CICSA zf0s-2.1 Average 2,464 3,347 +35.8% 3,179 +29.0% |
[P CICSA zf05-2.1 Average 3933 3,737
GP CICSB zf05-2.1 Average 2,106 3,079 +46.2% 2,925 +38.9% |
GP IMSA 7f0s-2.1 Average 525 757 +44.2% 719 +37.0%
GP TESTB zf05-2.1 Average B7 124 +42.5% 118 +35.6%
GP TESTCICS z2f0S-2.1 Average 109 156 +43.1% 148 +35.8%
GP TESTIMS zf05-2.1 Average 259 373 +44.0% 355 +37.1%
IFL TESTLNX zZVM Average/LV 2,097 1,992 |
|

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
When displaying default SMT Benefit value, margin-of-error is +/-10%; Larger SMT Benefit values, margin-of-error will be greater
Upgrading the processor family is considered a significant configuration change

oposed 2964-707 w IFL 2IIPs Capadity Values indude SMT Benefit for one or more 2IIP andfor IFL partitons

Verify that all of our partitions will still meet our objective of > 36% with the addition
of the zIIP and IFL partitions, (consider 35.6% and 36.8% as rounding up to 36%).
The one exception is the CICSA partition, which is only reaching 29% capacity
improvement. Since we expect this partition to start offloading work to the zIIP
LCPs, 29% may be acceptable.
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11. Close all windows. On the Advanced-Mode Control Panel window, select the two
Close all windows. From the Advanced-Mode Control Panel window, click LPAR

Host Capacity Summary Report E tool bar icon. This window relates the

capacity projections by partition type (CP pool) for each LPAR configuration that is

defined. The sum of the individual pool capacity values is shown as a total for the
entire CPC on the right.

I
{ul Host Capacity Comparison Summary

=nish

LPAR Host Capacity Comparison Report
Capacty bass: 2094-701 @ 593.00 MIPS for a shared single-partition configuration

Capactty for 2/0S on 210 and later processors is represented with HiperDispatch tumed ON

LPAR Configuration | Full CPC Capacity (based on usable RCP count) |
[ Identity | Hardware |svr| e | e | ar | ®m | 1F | Toul |
l#1 A curent2817-717 2B17-M15/700: GP=7 7,164.0 7,164.0
o2 4 Proposed 2364707 2964-N30/700: GP=7 10,401.2 /s 10,401.2
{#3 A Proposed 2964612 2964-N30/600: GP=12 10,866.3 nis 10,866.3
{24 A Proposed 2964-707 w IFL ... 2964-N30/700: GP=7 2IP=2 [Fl=l v 10,1888 nfs 39335  2,0967 16,218.9

Content Control

| Show Capadty Deltas

Show capadty as
Curent 2817-717" @ Ful CPC
Single-CP

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-error
When displaying default SMT Benefit value, margin-of-error is +/-10%; Larger SMT Benefit values, margin-of-error will be greater
Upgrading the processor family is considered a significant configuration change

osition mouse on LPAR confguration to deplay descripbon
heck in SMT column indicates Capacity Values indude SMT Benafit for one or more 2ITP and/or IFL partitions

L

13. Change the view to the Single-CP. Single-CP capacity represents the average
capacity of each CP (determined by dividing the full capacity by the number of CPs
involved). Single-CP capacity can be useful for revealing relative engine speed
when comparing LPAR configurations where the host processor family is changed.

-
lud Host Capacity Comparison Summary

Gl &) ©) s

LPAR Host Capacity Comparison Report
Capacity basis: 2004-701 @ 593.00 MIPS for a shared sngle-partition configuration
Capacity for 2/0S on z10 and later processors & represented with HiperDispatch tumed ON

[ LPAR Configuration [ Single-CP Capacity (based on usable RCP count)

[ Identity | Hardware [sr]| e | e [ ap | m | xr [ Tow
|#1 A curent2817-717 2817-M15/700: GP=7 10234 1,023.4
l#2 A Proposed 2964-707 2964430/700: GP=7 14859 njs 1,485.9
étSA Proposed 2964612 2964-N30/600: GP=12 9055 nfs 9055
E“IA Proposed 2964-707 w IFL ... 2964-N30/700: GP=7 IP=2 [FL=1 v 1,455.5 njs 1,966.7 2,096.7 1,621.9

Content Control

Curent 2817-717"

[] Show Capaaty Deltas

For significant configuration changes, capacity comparisons should be considered to have a +/-5% margin-of-efror
When displaying default SMT Benefit value, margin-of-error is +/-10%; Larger SMT Benefit values, margin-of-error will be greater
Upgrading the processor family is considered a significant configuration change

sibion mouse on LPAR configuration to display description

in SMT column indicates Capacity Values indude SMT Benefit for one or more 2IIP and/or IFL partitions
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One use of the Single-CP option is to compare the z13 2964-612 alternative. In this
case it has "more & slower” engines (12 engines with 905.5 MIPS relative capacity
per General Purpose CP) than the z13 2964-707 option (1,485.9 MIPS) and the
original 2196 (1,023.4 MIPS), but more total GCP capacity. This would be one
consideration for a sub-capacity model, along with the type of work, number of
partitions, dispatch points, CPU per Tran etc.

*** End of Additional Analysis B ***

*** End of zPCR Lab ***
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Renaming an LPAR Configuration

Procedure

1. Onthe Advanced-Mode Control Panel window, sSingle-click the LPAR
Configuration icon to select it.

2. Right click on Rename Configuration popup.

Double dick on a tree branch below to access the relevant windows
}. Reference-CFPU
REF . 2094-701 @ 1.000 {ITR Ratio}
| | LSPR Multi-Image Processor Table
"Erg_ml General Purpose CPs

LEP“M IFL CPs

. LPAR Configurations

A
Rename Configuration

’rManagei ’rCompare ’rrv'h'grate & Analyze

S AT T

"Configuration #1" LPAR configuration has not been defined

Define an LPAR configuration ...
+Drag & drop a zPCR study file, EDF, or RMF file onto the LPAR. configuration icon
+Double-dlick the LPAR configuration icon for manual definition windows
Create additional LPAR. configurations ...
+Click the "add{+}" toolbar icon and define the LPAR configuration as described above
+5elect a defined LPAR configuration icon and dick the "Clone{=}" toalbar icon
Rename LPAR. configurations ...
+Left-click to select the LPAR configuration icon
+Right-click LPAR configuration icon for pop-up menu and dick "Rename Configuration”™
+Enter new name and press EMTER
Delete LPAR configurations ...
+5elect LPAR configuration icon and dick the "Delete{%}" toalbar icon
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3. Keyinthe LPAR Configuration name that you wish to use and press Enter.

Fle Choscutor Documentaton Hep |

Double dlick on a tree branch below to access the relevant windows

| Reference-CPU
wxr [l 2094701 @ 593.00 MEPS
. L5PR. Multi-Image Processor Table
Lsp,_ﬂ General Purpose CPs
o i 1L Ps

& LPAR Configurations

a1 A Current 2917707

ETTICITIET

"Configuration #1" LPAR configuration has not been defined

Define an LPAR. configuration ...
+Drag & drop a zPCR study file, EDF, or RMF file onto the LPAR configuration icon
+Double-dick the LPAR configuration icon for manual definition windows

Create additional LPAR configurations ...
+Click the "Add{+}" toolbar icon and define the LPAR configuration as described abave
+5elect a defined LPAR. configuration icon and dick the "Clone{=}" toalbar icon

Rename LPAR configurations ...

H eft-dick to select the LPAR configuration icon
+Right-dick LPAR. configuration icon for pop-up menu and dick "Rename Configuration”™
+Enter new name and press EMTER.

Delete LPAR configurations ...

+5elect LPAR. configuration icon and dick the "Delete{x}" toolbar icon
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