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Agenda 

• Introduction to tuning and reasons to tune 

– Application versus systems 

• Tuning methodology 

• Anatomy of response time 

• Data collection and reporting facilities 

• Getting started: monitoring, DFH0STAT, end-of-day 

(EOD) statistics 

• Examples of resources to tune 

• Summary 



Why tune? 

• Poor response times 

– Application versus system 

– Network 

– DASD 

• Increased workload 

– Consolidations  

– Increased volumes  

• Hardware considerations 

– Postpone upgrades 

• Application costs 

• Learning experience 



When is tuning usually performed? 

• When problems or issues occur 

• Why not tune regularly? 

– Lack of resources due to budget cuts, staff reductions 

– Lack of knowledge 

– Lack of interest – application or file tuning 

– Dependence on outside parties 

– “If it ain’t broke don’t fix it” attitude 

– Third party packages and applications 

– ROI cannot be determined in advance 



Rules before starting 

• Tuning is a “top-down” activity 

• Make changes to address major constraints 

• One major change at a time 

• Some changes require iteration to find the right 

values 

• Change should be done gradually and monitored 

• Tuning will not always be effective 

• Do not tune for the sake of tuning 

• Have a fallback position 



Methodology 



Methodology 
 

General performance tuning guidelines:  
 

• Observe 

– Understand your startup procedure and workload 

– Set realistic objectives  

– Develop a base line to which you can compare  

• CPU Utilization:  overall and CICS  

• Number of tasks per day or hour:  peak and average  

• Response times  

 

• Measure  

– Identify areas to tune  

– Determine measurement timeline  

– Select tools to be used  

• IBM supplied:  DFH0STAT, EOD Statistics, CICS tables/RDO 
information, LISTCAT etc.  

• Third party monitors and tools 

 
 

 

 

 

 

 

 

 

 

 



Methodology 
 

• Analyze  

– Review outputs  

– Identify tuning opportunities  

 

• React  

– Make appropriate changes  

• Use test or quality environments first  

• Word to the wise  

– Make major changes one at a time  

– Follow installation standards:  change management 

• Ensure backup or fallback plan is ready 
 

 

 

 

 

 

 

 

 

 

 

 



Methodology 
• Verify  

– Review results from changes  

– Make appropriate changes, as required  

• Some tuning may require several iterations:  for 

example LSR pool tuning  

– Go back to the Measure step until changes are meeting 

your objectives  

 

• Implement  

– Move to production and go back to the Observe step 

 

 



Methodology 

Establish  
base line 

Monitor the 
system using tools 

Document change 
and continue 

normal monitoring 
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NO 
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Knowing CICS or your applications is not enough 



Performance  opportunities 

• Response time problems 

• Processor overloaded 

• CPU problems and costs 

• Provision for increased workloads 

• Availability and reliability problems 

• Lack of certain types of CICS resources 

• Capacity planning base line 

• Realization of new technologies 



Response times 

• System response 

– Allocation of resources 

– Processor speed 

– Design of application code 

• Network response 

– Transmission through the network 

• DASD response 

– Caching and buffering to reduce or eliminate 

• Increased workload 

– Can cause failures in otherwise stable environment 



Response times 



CICS tasks and programs 

• A task is an instance of a transaction started by a user. 

• When a user types in data and presses Enter or a Function key, CICS begins 

a Task and loads the necessary programs. 

• Tasks run concurrently. Therefore, a user can run multiple instances of the 

same transaction simultaneously. 

• CICS multitasks giving fast response times. 

• CICS runs each task individually, briefly giving CPU to each one. 



EXEC interface 

•  CICS programs look like batch with the insertion of Execute CICS commands. 

•  The CICS commands are used to request Services. 

•  CICS commands must be translated into COBOL prior/during program 

compilation. 

DFHETC 

DFHEIFC 

APPLICATION SYSTEM 

DFHETS 

WAIT? 



Response times 



Anatomy of response time 

• Response time consists of two elements: 

 

1. Suspend time:  the time a task is not executing (waiting) 

2. Dispatch time:  the time that CICS thinks the task is 
executing.  This time is further divided into: 

A. CPU time:  the time the task is executing on CPU 

B. Wait time:  the time the CPU has been taken away 
from the task without the knowledge of CICS 

 

• CPU to dispatch ratio 

– Ratio = (CPU time/dispatch time) * 100 

– Objective is 80% or higher 



Types of waits 



Resource load 



Instrumentation data and measurement Tools 



CICS monitoring facility (CMF) 

• CMF collects data about all transactions in CICS 

• Records are written to SMF for later offline processing 

• CMF collects four classes of data: exception, identity, 
performance and transaction resource 

• CMF can produce a significant volume of data 

• CICS compresses the data by default 

• To exclude monitoring data fields, use a monitoring control 
table (MCT) 

• To process output use: 

– Tivoli Decision Support for z/OS 

– CICS Supplied sample program DFH$MOLS 

– CICS Performance Analyzer (CICS PA) 



CMF data types 
• Exception Class 

– Information about resource shortages encountered 

• Queuing for file strings 

• Wait for Temporary Storage buffers 

– Highlights problems in CICS system operation 

– Identifies system constraints that affect performance 

– One exception record written for each condition that occurs 

• Identity Class 

• Provides enhanced audit information 

• Captures identity propagation data from a client 

system across a network for eligible transactions   



CMF data types 
• Performance Class 

– Provides detailed transaction information 

– Processor and elapsed time 

– Time spent waiting for I/O, etc… 

– One record per transaction 

• Transaction Resource Class 

– Additional transaction level information about individual 
resources accessed by a transaction 

– Items such DPLs, file and temporary storage queues 

– One transaction resource record per transaction monitored 

– Record cut only if transaction accesses at least one 
resource being monitored 

 



DFH$MOLS 
• Sample program supplied with CICS that can process 

and print SMF records produced by CMF 

• Can also produce output data sets from compressed 

records for use by other analysis products 

• Sorts and prints monitoring data based on parameters 

passed 

• Can select or exclude data for printing based on applid, 

userid, tranid, task number, etc. 

• SMF data set must be unloaded prior to using 

• MCT is key to determining how much data is collected 



CICS Monitoring Control Facility (CEMN) 



CICS Monitoring Control Facility (CEMN) 



CICS Monitoring Control Facility (CEMN) 



CICS Monitoring Control Facility (CEMN) 



CICS Monitoring Control Facility (CEMN) 



CICS  statistics 

• Statistics domain collects a variety of data 

• Written to the SMF data set 

• Provides information about resources and domains 

– Counts and wait times for resource requests 

– Processor and storage use  

• Certain statistics counters can be reset when records cut 

• Interval recording can be set on/off using STATRCD (SIT) 

• Records can be processed by DFHSTUP or DFH0STAT 

• Records can be processed by Tivoli Decision Support for z/OS 

or CICS Performance Analyzer (CICS PA) 



When does CICS collect statistics? 
• Interval statistics 

– At intervals set: default every hour 

– Requires STARCD=ON in SIT 

– Can be turned on using SET command 

• End-of-day statistics 

– When CICS shuts down either normal or immediate 

– At midnight (by default) in 24/7 operations 

• Requested statistics 

– EXEC CICS Perform statistics record 

– EXEC CICS Set statistics RECORDNOW 

– CEMT Perform statistics  

– Can be issued with any combination of resources 

 



When does CICS collect statistics? 
• Requested Reset statistics 

– EXEC CICS Perform statistics record RESTNOW 

– EXEC CICS Set statistics RECORDNOW RESETNOW 

– CEMT Perform statistics all RESTNOW 

– Differs from Request Statistics as counters are reset 

– Causes loss of data since the last statistics interval 

• Unsolicited statistics 

– Collected for resources allocated or de-allocated 

– Written to SMF before resource is deleted 

– Produced for resources such as, Atom Feeds, Autoinstalled 

Terminals, Files, DB2, FEPI, IPCONN, etc. 

 

 

 



DFH0STAT 

• RDO Group DFH$STAT contains required definitions 

 

• Transaction identifier is STAT 

 

• COBOL sample provided in source and load format 

 

• Good example of the use of EXEC CICS Collect Statistics 

 

• Output information includes: 

–  Dispatcher, Storage, Loader, etc. 

 

• Spool = YES must be specified in the SIT 

 



DFH0STAT 



DFH0STAT 



DFH0STAT 



DFH0STAT 



DFH0STAT 



DFH0STAT 



What resources to tune 



What resources to tune 



What resources to tune 



What resources to tune 



Understanding serialization 



Making a change  



Making a change 



Maximum Tasks (MXT) 



Maximum Tasks (MXT) 



Maximum Tasks (MXT) 



Transaction Class (TCLASS) 



Transaction Class (TCLASS) 



Transaction Class (TCLASS) 



Task Priority & PRTYAGE (SIT) 



Task Priority & PRTYAGE (SIT) 



Task Priority & PRTYAGE (SIT) 



Task Priority & PRTYAGE (SIT) 



Region Exit Interval (ICV) 



Interval Runaway (ICVR) 



Interval Runaway (ICVR) 



Multi-Tasking (DTIMEOUT) 



Deadlock Timeout (DTIMEOUT) 



DISPATCHER  STATISTICS 



Systems of Record can be complex systems built on 
decades of continuous & incremental development 

Re-use? 

Optimize? Change? 

Modernize? Where do I start? 

Fix problems? 



CICS Operational Insight  

Try it out at 

https://cicsoi.mybluemix.net/ 

Have your say on new insights on 

https://ibm.biz/cicsoi-forum 

Instrumented Integrated Information 

Intelligent 

Partnering Analytics 

https://cicsoi.mybluemix.net/
https://cicsoi.mybluemix.net/
https://ibm.biz/cicsoi-forum
https://ibm.biz/cicsoi-forum
https://ibm.biz/cicsoi-forum
https://ibm.biz/cicsoi-forum


Three steps to CICS Operational Efficiency 
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Threadsafe analysis and 

implementation to reduce 

CPU utilization by up to 20% 

Workload Management to 

cope with mobile scalability 

and availability needs 

Region Consolidation to 

reduce management overhead 

and CPU utilization (up to 

10%) 

Optimize applications, systems, and processes to achieve more with less 

Step 1 Step 2 Step 3 



Summary 

• There are many areas in CICS that can be tuned 

 

• To achieve the best results, tuning must be on-going 

 

• Always start at the top and work your way down 

 

• Set reasonable objectives 

 

• Measure and publish the results 


