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Agenda BNARE

Introduction to tuning and reasons to tune
Application versus systems

Tuning methodology
Anatomy of response time
Data collection and reporting facilities

Getting started: monitoring, DFHOSTAT, end-of-day
(EOD) statistics

Examples of resources to tune
Summary
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Why tune? sMaRE

Poor response times
Application versus system
Network
DASD

Increased workload
Consolidations
Increased volumes

Hardware considerations
Postpone upgrades

Application costs

Learning experience 0°
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When ic tuning ucually performed? suans

When problems or issues occur
Why not tune regularly?

Lack of resources due to budget cuts, staff reductions
Lack of knowledge

Lack of interest — application or file tuning
Dependence on outside parties

“If it ain’t broke don’t fix it” attitude

Third party packages and applications

ROI cannot be determined in advance
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Rulee before ctarting uane

Tuning is a “top-down” activity
Make changes to address major constraints
One major change at a time

Some changes require iteration to find the right
values

Change should be done gradually and monitored
Tuning will not always be effective
Do not tune for the sake of tuning

Have a fallback position =
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Methodology sHARE

Obcerve
Moacure
Analyze

React

Verify

Implement oo
S SHARE
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Methodology snane

General performance tuning guidelines:

Observe
Understand your startup procedure and workload
Set realistic objectives
Develop a base line to which you can compare
CPU Utilization: overall and CICS
Number of tasks per day or hour: peak and average
Response times

Measure
Identify areas to tune
Determine measurement timeline

Select tools to be used

IBM supplied: DFHOSTAT, EOD Statistics, CICS tables/RDO
information, LISTCAT etc.

Third party monitors and tools
& ®
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Methodology suane

Analyze

Review outputs
Identify tuning opportunities

React
Make appropriate changes
Use test or quality environments first
Word to the wise
Make major changes one at a time
Follow installation standards: change management
Ensure backup or fallback plan is ready

°0®
e SHARE

Complete your session evaluations online at www.SHARE.org/Seattle-Eval ®, in Seattle 2015




Methodology suans
Verify

Review results from changes

Make appropriate changes, as required

Some tuning may require several iterations: for
example LSR pool tuning

Go back to the Measure step until changes are meeting
your objectives

Implement
Move to production and go back to the Observe step
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Methodology

Ectablich
bace line
— Monitor the
cyctem ucing toole

~ Objective
met?

| YEC

Document change
<———  and continue

NO
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Identify
> performance

Determine
required change

l

Make change and
implement
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Knowing CICC or your applicatione ic not enough

No two CICSC sycteme are the
came !

You muet know both CICC and
the applicatione before you ean
effectively determine
performance.
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SHARE

Performance opportunitiee

Response time problems

Processor overloaded

CPU problems and costs

Provision for increased workloads
Availability and reliability problems
Lack of certain types of CICS resources
Capacity planning base line
Realization of new technologies
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Regponge times suans

System response
Allocation of resources
Processor speed
Design of application code

Network response
Transmission through the network
DASD response
Caching and buffering to reduce or eliminate

Increased workload
Can cause failures in otherwise stable environment
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Regponge times sMARE
@on—Conversat/'ona/ ’
Transaction
Task
Input Work Output
(Con versational ’
Transaction
Task
— Input—[ Work |-Output- ok — Input-[ Work |-Output-
Pseudo-Conversational ’
Task Transaction Task
—Input— | Work |-Output— d — Input—| Work |~ Output—
@ ®
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CICQ tacke and programe

o e
B Program i
Program >TASK
TASK ONE Program 4
Please Enter Program 1
Part Number Program > TASK >TRANSACTION
Program N
et TASK TWO Program B
Description Program > TASK #
—— Program 3

- A task is an instance of a transaction started by a user.

 When a user types in data and presses Enter or a Function key, CICS begins
a Task and loads the necessary programs.

« Tasks run concurrently. Therefore, a user can run multiple instances of the
same transaction simultaneously.

« CICS multitasks giving fast response times.

* CICS runs each task individually, briefly giving CPU to each one. .“
e SHARE
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EXEC interface
APPLICATION

{ COBOL
EXEC CICS ...........

{ COBOL

EXEC CICS ...........

{ COBOL

EXEC CICS ...........

{ COBOL

AEaty - Memok - ESan

CSYCTEM

} DFHETC

} DFHEIEC | WAIT?

} DFHETQ

»  CICS programs look like batch with the insertion of Execute CICS commands.

* The CICS commands are used to request Services.

+  CICS commands must be translated into COBOL prior/during program @@

compilation.

Complete your session evaluations online at www.SHARE.org/Seattle-Eval
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Regponge times -

BNARE.
Total Regponge Time
Cuepend Time | Digpateh Time
' Y % '
Tl “ Digpatch DalagI I Digpatch Wait T I CPU Time I T
Traneaction Ctart Trangaction End
Higher Priority Work
Come Type of Wait Other MVC Work
.0.
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Anatomy of reeponge time o
Response time consists of two elements:

Suspend time: the time a task is not executing (waiting)

Dispatch time: the time that CICS thinks the task is
executing. This time is further divided into:

CPU time: the time the task is executing on CPU

Wait time: the time the CPU has been taken away
from the task without the knowledge of CICS

CPU to dispatch ratio
Ratio = (CPU time/dispatch time) * 100
Objective is 80% or higher
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Types of waite SWRER

to trancaction sugpend time:

-0 Torminal Wait
_0) TC/TD Wait
_0) File s RLC Wait
0 Journaling Wait
_0) Inbound/Outbound Cocket Wait
0 Inter-region (MRO/ICC) Wait
_0) Other ...
* ENQ Wait (Local or Global)
* Interval Control Wait (Time)
* Lock Manager Wait
* External Wait
* CICC Waite (S0C/MXT)

Chere are many type of waite that are attributed
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Recource load suams

Traditional Regponge Time

Time

_Thie ie unacceptable responge fime

Thig ie aceeptable response time

&

Thie ie good responsge time

-
-

Tranecaction Workload
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Inetrumentation data and meacurement Toole ...-.

CICC Ciatictiee
C.M.F.
Aux. Trace
IBM CICE Performance Analyzer
Omegamon/CICC
The Monitor for CICC
Qorvice Level Reporter
GTF Trace
RMF Reporte
AC/Meryll's code for CICS

DFHOCTAT (CTAT)
IPCSC (Real Bad Headache!)
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CICC monitoring facility (CMF) R

CMF collects data about all transactions in CICS
Records are written to SMF for later offline processing

CMF collects four classes of data: exception, identity,
performance and transaction resource

CMF can produce a significant volume of data
CICS compresses the data by default

To exclude monitoring data fields, use a monitoring control
table (MCT)
To process output use:

Tivoli Decision Support for z/OS

CICS Supplied sample program DFH$MOLS

CICS Performance Analyzer (CICS PA)

°0®
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CMF data typec nans

Exception Class
Information about resource shortages encountered
Queuing for file strings
Wait for Temporary Storage buffers
Highlights problems in CICS system operation
Identifies system constraints that affect performance
One exception record written for each condition that occurs

Identity Class

Provides enhanced audit information

Captures identity propagation data from a client
system across a network for eligible transactions

°0®
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CMF data types

Performance Class
Provides detailed transaction information
Processor and elapsed time
Time spent waiting for I/0O, etc...
One record per transaction

Transaction Resource Class

Additional transaction level information about individual
resources accessed by a transaction

Items such DPLs, file and temporary storage queues
One transaction resource record per transaction monitored

Record cut only if transaction accesses at least one
resource being monitored

°0®
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DFH¢MOLC suare

Sample program supplied with CICS that can process
and print SMF records produced by CMF

Can also produce output data sets from compressed
records for use by other analysis products

Sorts and prints monitoring data based on parameters
passed

Can select or exclude data for printing based on applid,
userid, tranid, task number, etc.

SMEF data set must be unloaded prior to using
MCT is key to determining how much data is collected
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CICC Monitoring Control Facility (CEMN) =

SllAIFI,
CEMN CICS Monitoring Control Facility CT52 CICSTS5Z
Type in your choices. When finished, press ENTER.
Item Choice Possible choices
Monitoring Status ===> EN ON, OFf
Exception Class ===> 0N ON, OFf
Performance Class ===>» ©ON ON, OFf
Resource Class ===> 0N ON, OFf
Identity Class ===>» Q0FF ON, OFf
DPL Resource Limit ===> 8 0, 1-64 DPLs
File Resource Limit ===> 8 0, 1-64 Files
Tsqueue Resource Limit ===> 1B 0, 1-64 Tsqueues
Compression Status ===>» YES No, Yes
Converse Status ===>» YES No, Yes
Syncpoint Status ===> YES No, Yes
PFl=Help 3=End 5=0ptions 9=Error List

KA
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CICC Monitoring Control Facility (CEMN)

.
SHARE

Aty - e L

Monitoring Status
Exception Class
Performance Class
Resource Class
Identity Class

DPL Resource Limit

File Resource Limit

Tsqueue Resource Limit

PF3=Return 7T=Back 8=Next

(2) DESCRIPTION OF FIELDS 1.

-  Whether
- Whether
-  Whether
-  Whether
-  Whether

CEMN Help: CICS Monitoring Control Facility

The settings shown on the main panel are:-

monitoring is required.
exception class data is required.

performance class data is required.

resource class data is required.
identity class data is required.

- The maximum number of DPLs (Distributed

Program
data is

Links) for which resource class
collected.

- The maximum number of files for which
resource class data is collected.

- The maximum number of TS queues for which
resource class data is collected.

ENTER=Return

Complete your session evaluations online at www.SHARE.org/Seattle-Eval
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CICC Monitoring Control Facility (CEMN)

,—“
Asaty - By - B .

o

(3) DESCRIPTION OF
The settings shouwn
Compression Status

Converse Status

Syncpoint Status

PF3=Return 7T=Back

FIELDS 2.

on the main panel are:-

- Whether monitoring data is to be compressed.

- Whether separate
are produced for

- Whether separate
are produced for

8=Next ENTER=Return

CEMN Help: CICS Monitoring Control Facility

performance class records
conversational tasks.

performance class records
syncpoint requests.

Complete your session evaluations online at www.SHARE.org/Seattle-Eval
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CICC Monitoring Control Facility (CEMN) ”

Type in your choices. When

Item

Frequency

Application Naming Status
RMI Status

Time Option

PFl=Help 3=End

finished, press ENTER.

'

'

h's

>

CEMN CICS Monitoring Control Facility

Choice

040000

NO
YES

LOCAL

CT52 CICSTS5Z

Possible choices

0, 000100-240000 (hhmmss)

No, Yes
No, Yes

Gmt, Local

9=Error List

Complete your session evaluations online at www.SHARE.org/Seattle-Eval

KA
e SHARE

...in seattle 2015




CICC Monitoring Control Facility (CEMN) =

Asaty - By - ESans

CEMN Help: CICS Monitoring Control Facility

(2) DESCRIPTION OF FIELDS.
The settings shown on the option panel are:-

Frequency - Interval at which CICS produces performance
class records for long-running tasks.

Application Naming Status Whether CICS application naming support
is enabled.
RMI Status - MWhether additional performance monitoring

is active for CICS resource managers.

Time Option - Whether the time stamp fields are returned
in GMT or local time.

PF3=Return 7T=Back 8=Next ENTER=Return
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CICC ctatictice

Statistics domain collects a variety of data
Written to the SMF data set

Provides information about resources and domains
Counts and wait times for resource requests
Processor and storage use

Certain statistics counters can be reset when records cut
Interval recording can be set on/off using STATRCD (SIT)

Records can be processed by DFHSTUP or DFHOSTAT

Records can be processed by Tivoli Decision Support for z/OS
or CICS Performance Analyzer (CICS PA)

°0®
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When doec CICQ collect ctatictice? suans

Interval statistics
At intervals set: default every hour

Requires STARCD=0ON in SIT
Can be turned on using SET command

End-of-day statistics
When CICS shuts down either normal or immediate
At midnight (by default) in 24/7 operations

Requested statistics
EXEC CICS Perform statistics record
EXEC CICS Set statistics RECORDNOW
CEMT Perform statistics

Can be issued with any combination of resources &
o
¢ SHARE
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When doec CICQ collect ctatictice? snane

Requested Reset statistics
EXEC CICS Perform statistics record RESTNOW
EXEC CICS Set statistics RECORDNOW RESETNOW
CEMT Perform statistics all RESTNOW
Differs from Request Statistics as counters are reset
Causes loss of data since the last statistics interval

Unsolicited statistics
Collected for resources allocated or de-allocated

Written to SMF before resource is deleted

Produced for resources such as, Atom Feeds, Autoinstalled
Terminals, Files, DB2, FEPI, IPCONN, etc.
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DFHOSTAT cuans
RDO Group DFH$STAT contains required definitions
Transaction identifier is STAT
COBOL sample provided in source and load format
Good example of the use of EXEC CICS Collect Statistics

Output information includes:
Dispatcher, Storage, Loader, etc.

Spool = YES must be specified in the SIT

°0®
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DFHOCTAT o

SHARE
s

Fsaty - Rewas - =

Sample Program - CICS Statistics Print
02/16/2015 03:06:43

Type in destination fields if required. Press Enter to print

Jobname. . . : CICSTS52

Applid . . . : CICSTS52

Sysid. . . . : CTbh2

Node X Type in a valid Node. x is default

Userid X Type in a valid Userid. x is default

Class. A Type in a valid Class. A is default

Abbreviated. B Type U or N for abbreviated report. B is default

Current Statistics Settings

Statistics Recording. : ON Collection Interval . . . ! 01:00:00
Last Reset Time . . . : 03:00:00 Elapsed Time Since Reset. : 00:06:43
Next Collection . . . : 04:00:00 End-of-Day Time . . . . . : 00:00:00

Saved statistics report selections are being used.

Fl=Help F2=Refresh F3=Exit F4=Report Selection F5=Print F12=Restore Defaults

0®
e SHARE
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DFHOCTAT

— g
S'H;A;HLI
Sample Program - CICS Statistics Print Report Selection
02/16/2015 03:07:49
Select the statistics reports required and press 'Enter’ to wvalidate
System Status. Y Page Index N
Storage Manager. Y Dispatcher . Y
Storage Subpools Y Dispatcher MVYS TCBs. N
Loader Y
Transaction Manager. Y LIBRARYs N
Transactions N Program Definitions. N
Transaction Classes. N Programs . N
Programs by DSA and LPA. N
Temporary Storage. Y DFHRPL and LIBRARY Analysis. N
Temporary Storage Queues . N Transient Data Y
Temporary Storage Queues by Pool N Transient Data Queues. N
Temporary Storage Models N
Logstream Global (System Logs) Y
Files. .o N Logstreams N
Data Set Names N Journals S N
LSR Pools. N Coupling Fcty Data Table Pools N
Fl=Help F3=Return to Print F8=Forward Fl0=5ave Fl2=Restore

Complete your session evaluations online at www.SHARE.org/Seattle-Eval
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DFHOCTAT =

el oy
Display Filter V¥iew Print Q0Options Search Help

SDSF JOB DATA SET DISPLAY - JOB CICSTS52 (STCO8038) LINE 1-17 (17)

COMMAND INPUT ===> _ SCROLL ===> CSR

NP DDNAME StepName ProcStep DSID Ouwner Dest Rec-Cnt Page
JESMSGLG JES2 2 CICSUSB2 522
JESJCL JES2 3 CICSUS52 265
JESYSMSG JES2 4 CICSUS52 790
SYSPRINT CICSTS52 101 CICSUS52 33
SYSPRINT CICSTS52 102 CICSUS52 33
DFHCXRF CICSTS52 103 CICSUS52 0]
MSGUSR CICSTS52 105 CICSUS52 18, 852
CEEMSG CICSTSH2 106 CICSUS52 Q
CEEOUT CICSTSH2 107 CICSUS5E2 0]
SYSPRINT CICSTS52 1p9 CICSUSBE2 0]
couT CICSTSH2 119 CICSUSBE2 0]
CRPO CICSTSH2 120 CICSUS52 0]
TCPDATA CICSTS52 121 CICSUS52 0]
S00PEEB2 CICSTS52 125 CICSUS52 1,783
S0OPEEE3 CICSTS52 126 CICSUS52 1,783
S0OPEOE4 CICSTSS52 127 CICSUS52 1786
S00PEEES CICSTSS52 128 CICSUS52 117

x ISFPCU4

Complete your session evaluations online at www.SHARE.org/Seattle-Eval
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DFHOCTAT o

T
Display Filter View Print QOptions Search Help
SDSF OUTPUT DISPLAY CICSTS52 STCO8038 DSID 125 LINE 3 COLUMNS B2- 81
COMMAND INPUT ===> _ SCROLL ===> CSR
System Status
MVS Product Name. . . . . . . : MVS/SPT7.1.3 CICS Trans
CICS Startup. . . . . . . . .+ INITIAL MVS Worklo
CICS Status . . . . . . . . . : ACTIVE WLM Serwver|
CEC Machine Type and Model. . : 2827-757 WLM Manage|
WLM Worklo
VTAM Open Status. . . . . . . : OPEN WLM Servic
IRC Status. . . . . . . . . . : OPEN WLM Report
IRC XCF Group Name. . . . . . : DFHIROOO WLM Resour
WLM Goal T
Storage Protection. . . . . . : ACTIVE WLM Goal V|
Transaction Isolation . . . . : ACTIVE WLM Goal I
Reentrant Programs. . . . . . : PROTECT WLM CPU Cr|
Exec storage command checking : ACTIVE WLM Storag
Force Quasi-Reentrant . . . . : No RLS Status
RRMS/MVS §
Program Autoinstall . . . . . : ACTIVE
xISFPCU4
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DFHOCTAT

+

(o]

Display EFEilter VMiew Print QOptions

Current ICY time

Current ICVR time.

Current ICVYTSD time.

Current PRTYAGING time .

MRO (QR) Batching (MROBTCH]) wvalue.
Concurrent Subtasking value.

Current number of CICS Dlspatcher tasks.

Peak number of CICS Dispatcher tasks
Current number of TCBs attached.
Current number of TCBs in use.

Last Excess TCB Scan

Number of Excess TCB Scans .

Last Excess TCB Scan - No TCB Detached
Excess TCB Scans - No TCB Detached
Number of Excess TCBs Detached
Average Excess TCBs Detached per Scan.
Number of CICS TCB MODEs

* ISFPCU4

Search Help

SDSF QUTPUT DISPLAY CICSTS52 STCO8038 DSID 125 LINE 101 COLUMNS 01- 80
COMMAND INPUT ===
-Dispatcher

SCROLL ===> CSR

10, 000ms

500ms

Oms

32,768ms
1
1
31
33
13
10
P2:27:36.146154
5]
02:27:36.146154
5]
0]
0]
18

02/16/2015

02/16/2015

Complete your session evaluations online at www.SHARE.org/Seattle-Eval
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DFHOCTAT

+

0]
\0]

SHARE
Display Filter View Print QOptions Search Help
SDSF OUTPUT DISPLAY CICSTS52 STCO8038 DSID 125 LINE 123 COLUMNS 01- 80
COMMAND INPUT ===> _ SCROLL ===> CSR
Dispatcher TCB Modes
Dispatcher Start Time and Date 10:53:24.222542 02/08/2015
Address Space Accumulated CPU Time 0000:02:26.140950 (Not Reset)
Address Space Accumulated SRB Time 0000:00:10.041669 (Not Reset)
Address Space CPU Time (Since Reset) 00OR: 00:00.170106
Address Space SRB Time (Since Reset) D00D: 00:00.024835
TCB TCBs Attached Op. System Op. System Total TCEB
Mode Current Peak Waits Wait Time Dispatch Time
] 1 1 1,195 0000:30:27.822743 0000:00:00.165941
RO 1 1 13 00E5:28:01.608560 0OOQ:Q0:00.486876
co 1 1 0 0000:00:00.000000 00O0:0P0:00.000000
SZ 1 1 2 0001:00:00.023301 00OR:0Q0:00.000012
RP 0 0] 0 0000:00:00.000000 00O0:0P0:00.000000
FO 1 1 0 0000:00:00.000000 0QOER:QP0O:00.000000
SL 1 1 1 000D:31:27.436674 0000:00:00.000022
S0 1 1 0 0000:00:00.000000 0O0O0:P0:00.000000
xISFPCU4
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What recourcec to tune SRR

Complete your session eva

Ceacelece In Concuming CQforage

Virtual Ctorage
Below/Above the Line
Above the Bar
Above/Below Common Ctorage
Private Area
[CQA
Dynamie Ctorage Areas
Real Ctorage
Paging

CICC Modulec In LPA

o0
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What recources to tune WA

Complete your session eva

Multi Engine Exploitation

CICC Dicpatehing Mechaniem
CICC QUBTACKING
MRO / I1CC / IPIC
CMF Congcideratione
Trace Congideratione
Workload Manager
Qycteme Recource Manager (CRM)

K
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What recources to tune

Complete your session eva

lu

Buffering Techniques

File Control

Temporary Ctorage
Trancient Data
LOGGER
VCAM LCR
Program Loader
DB2 and DL1 Interfaces
VCAM RLC

ations online at www.SHARE.org/Seattle-Eval
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What recourcee to tune G AN

Network Concideratione

Data Ctream

Compreccion
s Application Degcign
2.7 2. Correet Use Of MDTe
\\"‘/j Web Concideratione

K
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Underctanding cerialization

Performance Bottlenecke

CPU
Real ctorage
Channel Pathe
Devicee
Linee¢

CICQ cingle threaded resourcec
ENQ/DEQ
TCLACC

Threadeafe

K
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Making a change

Do noft tune for the cake of it
Tuning ean be ecounter produetive

Major eonctrainte firet
Make one ehange af a time

Do large ehangeg¢ gradually
Monitor at reqular Intervale

Look at syeteme end - Cheek CICS
threcholds
Look at applications end - During decign
phase

Develop Goals For Tuning Your System

KA
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Making a change

Ciatictice

XM GCtatictice
TCLACGC Ctatictiee
CM Ctatictice
VTAM Ctatictice
FCP Ctatictice
TQ Ctatictice
TD Ctatictiee
DQ Ctatictice
TCP/IP Ctaticties
DB2 Ctatictice

KA
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Maximum Tacke (MXT) ENARE

Possible Starting Point:
MXT = ((Transactions/Second * 1.50) +
(# of Long Running Transactions * 1.25) +
(#of Conversational Transactions) + 25)

If Transaction/Second <1, use 6.00

If Conversational Transactions <1, use 4
If MXT <40, Use 40

MXT is used to determine the number of
Performance Blocks (PB) generated:
Total PB = MXT + estimated number of System Tasks + 1

KA
e SHARE
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Maximum Tacke (MXT) SEARR

Pogcible Colutione
Inereace REGION cize on JCL (REGION=0M preferred)

Increase current EDCALIM by a
minimum of ((MXT * 1 MB) * 2)

Uce TCLACC to control high volume
trancactione below the line (Next topic)

K
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Maximum Tacke (MXT) LY

Applid CICSTS51 Sysid CT51 Jobname CICSTS51 Date 02/19/2014 Time 10:17:07 CICS 6.8.0 PAGE 3

Transaction Manager
Total Accumulated transactions so far . : 2,290

Accumulated transactions (since reset). : 8 Transaction Rate per second. : 0.00

all

Times at MXT

Current Active User transacticns
Peak Active User transactions
Total Active User transactions.

Current Running transactions. . . . . . :
Current Dispatchable transactions :
Current Suspended transactions.

Current System transactions .

-
1
0
Q. 2
STl B B o B 0
( Transactions Delayed by MXT . . . . . . : mmg)
Total MXT queueing time . . . . . . . . : :00:00.

Average MXT queueing time . . . . . . . : 00:00:00.00000
Current Queued User transactions. . . . : 0
Peak Queued User transactions . . : 0
Total Queueing time for current queued : 00:00:00.00000

Average Queueinag time for current queued: 00:00:00.00000

KA
° > SHARE
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Trancaction Clace (TCLACQ)

Five reacone for ucing TCLACG

Controlling recource “hoge”
Cingle threading to protect recources
Control number of trancactione below the line
Avoid MRO “cympathy cicknegs”
Uncontrollable Input

°0®
e SHARE
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Trancaction Clace (TCLACQ) ENERE

How do you measure the effectiveness of a TCLACGS?
Why did you use TCLACCec?
Regouree Hog
Qingle Thread
MRO Sympathy Cickness
Control of C0C below the line

Have any tagke waited?
If g0, were recourcee available?
CPU
Real/Virtual Storage
1/0 devices

How does the peak number of tagske compare to the maximum number
allow in the clase?

K
e SHARE
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Trancaction Clace (TCLACQ) LELL

OBJECT CHARACTERISTICS CICS RELEASE = 0680
CEDA View TRANClass( DFHTCLO1 )
TRANClass : DFHTCLO1
Group : DFHTCL
DEScription : Replacement for CMXT class 1
CLASS LIMITS
Maxactive : 001 0-999
Purgethresh : No No | 1-1000000J
DEFinetime : 06/25/13 18:50:31
CHANGETime : 06/25/13 18:50:31
CHANGEUsrid : SVTSCU
CHANGEAGEnt : CSDBatch CSDApi | CSDBatch
CHANGEAGRel : 0680

SYSID=CTS51 APPLID=CICSTS51

PF 1 HELP 2 COM 3 END 6 CRSR 7 SBH 8 SFH 9 MSG 10 SB 11 SF 12 CNCL

KA
e SHARE

Complete your session evaluations online at www.SHARE.org/Seattle-Eval ®, in Seattle 2015
...'




Tack Priority s PRTYAGE (CIT)

Cample PRIORITY
CETTINGS

255 RECERVED FOR SYCTEM TACKC
254 HIGHECT EVER UCER PRIORITY
120 MENUS
110 DATA ENTRY TACKC / TIME CRITICAL
100 EVERYTHING ELCE
90 BROWCE TYPESC
80 CPU CRUNCHERC WITH EXEC CICS CUCPEND

°0®
e SHARE
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Tack Priority s PRTYAGE (CIT) EMARE

Usge priority settings eparingly and chould be
cet acide by classes, e.g.,
Cyctem Tacke -> high 250 to 255
Normal Tacke -> 1
Certain Important Tacke -=> 5

H you are going to use PRTYAGE, do not use

wide ranges for tacke.
PRTYAGE only inecrements priority by one at
the end of the PRTYAGE period

K
e SHARE
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Tack Priority s PRTYAGE (CIT) ENERE

Recommendation

In general, only usge traneaction priority for
cyctem traneactions.

i uced, bace priority on trancaction and
pereon, not terminal.

H uced, do not use wide ranges of priorities
when uging PRTYAGE.

K
e SHARE
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Tack Priority s PRTYAGE (CIT) EMARE

Quection that has to be answered is:
Why am | usging trangaction priorities?
If the anewer ie to favor important transactions,
then why should | want to digpatch a lower priority
transaction over important traneactions?

The system hage to be running at a very high
CPU utilization for a task not to get digpatehed.

Co, the question is:
Why should | want to use precious CPU eyceles to worry
about the digpatehing priority of low priority taske?

Why not uee these eyeles to dispateh tacke ingtead of
wacting them on accounting routines?

KA
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Region Exit Interval (ICV) Lt

Determine the maximum amount of time
CICC/TC will “cleep” When there ic

no work to run
Not material in very buey systemse

CPU cycles can be wacted if cet incorrectly
for low activity eysteme and/or periode

K
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Interval Runaway (ICVR)

OBJECT CHARACTERISTICS

CEDA View TRANSaction( TREK )
: TREK
: CTREK

TRANSaction
Group
DEScription
PROGram
TWasize
PROFile
PArtitionset
STAtus
PRIMedsize
TASKDATALocC
TASKDATAKey
STOrageclear
RUnaway
SHutdown
ISolate
Brexit :
+ REMOTE ATTRIBUTES

: KVPKVEW

00000

: DFHCICST

: Enabled

00000

: Any
: Cics
: No

0010000

; Disabled
: Yes

PF 1 HELP 2 COM 3 END

Complete your session evaluations online at www.SHARE.org/Seattle-Eval

CICS RELEASE

0-32767

Enabled | Disabled
0-65520

Below | Any

User | Cics

No | Yes

System | 0 | 500-2700000
Disabled | Enabled

Yes | No

,—‘
Asaty - ey .

o

= 0680

SYSID=CT51 APPLID=CICSTS51

6 CRSR 7 SBH 8 SFH 9 MSG 10 SB 11 SF 12 CNCL
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Interval Runaway (ICVR) suARE

RECOMMENDATIONS
Cot the ICVR to lese than one cecond in today’s
modern proceseors

If a trancaction ecancele with an AICA abend.
consider agcigning a separate value for this
trancaction on the trangaction RDO definitions.

RDO parameter RUNAWAY defaulte to "CYCTEM” that
ucee the CIT ICVR value.

However, if you code a value (500 - 2700000) ingtead
of uging "CYCTEM", then CICS will use the ascigned
value for the epecifie trancaction.

K
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Multi-Tacking (DTIMEOUT)

Giving up control:
DCCR WAIT_MVC

DCCR WAIT_OLDW

DCCR WAIT_OLDC

DCCR CUCPEND

Complete your session evaluations online at www.SHARE.org/Seattle-Eval

SHARE

Extended VCAM I/0
External JOURNALI/0
ECB

Non-Extended JOURNAL
External FUNCTIONC
ECB

Internal CICC TC BUFFERC
ECB TC CTRINGS
Wait for CTORAGE

CICC recource ENQ

°0®
e SHARE
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Deadlock Timeout (DTIMEOUT) ENRNE

RECOMMENDATION

I to specify DTIMOUT and SPURGE for all trancactione
that do not have any updates to resources such as:

Inquiry
Menu
Browse
Best Defence Againcet ctall Conditione
cog
.00
e SHARE
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DICPATCHER CTATICTICC

TRANSACTION MANAGER STATISTICS

Total number O TIANSACT1ION (USeGr + SYST@mM) . . . . . .+ + « « =« 1 77135
Cozzent MAXTABKS 1imit . . & <« o « o o o + s s & a 2 a a & 's o« = 30
Current Number of active user transactions . . . . . . . . . . : 1
Current number MAXTASK queued user transactions . . . . . . . .: o
Times the MAXTASKS Limit reached . . . . . . . . .+ « « « « « « & 1
Peak number of MAXTASK queuved user transaction. . . . . . . . .: 0
Peak number of active active user transaction . . . . . . . . .: 30
Total number of active user transactions. . . . . . . . . .+ .« .: 7717
Total number of MAXTASK delayed user transactions . . . . . . .: 0
Total MAXTASK queuing time . . . . . . . . . « 4« 4« « 4« &+ &« « « = 000-00:00:00
Total MAXTASK queuing time of currently queued user transaction: 00:00:00
DISPATCHER STATISTICS

Staxt time. . . ¢ <« ¢ o e o o e o 2 06:45:29

Current Number of tasks . . . . . : 23

Peak number of tasks. . . . . . . @ 44

Current ICV time (msec). . . . o« 3 1000

Current ICVTSD time (msec). X B - 500

TCB STATISTICS
MVS Accum Time Acccum Time Accum CPU
Mod e Waits In MVS Wait Dispatched Time /TCB

QUAS I 2569503 13:18:16.2439 00:53:59.1999 00:52:53.7309
RESOURCE 4990 14:00:43 .4698 00:11:31.9738 00:01:49.5175

0®
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CQycteme of Record can be complex eyeteme built on s )

decades of continuoue 8 inecremental development
Change? Fix probleme? Optimize?
sy =)
S = - s -
o —— : resiay — g :“. -
o - s et [
R . == i = |
e — e e B = ‘ 2] el [0
= = ’ T i3 = I Taatt - | []
- 53 === izaE -
Modernize? Where do | ¢tart? Re-uce?

0®
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Complete your session evaluations online at www.SHARE.org/Seattle-Eval ®, in Seattle 2015
..Q-




CICC Operational Incight K

N Try it out at
g https://cicsoi.mybluemix.net/
Intelligent Have your say on new insights on

https://ibm.biz/cicsoi-forum

Partnering Analytics

Instrumented  Integrated Information

Complete your session evaluations online at www.SHARE.org/Seattle-Eval ®, inSeattle 2015
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Three ctepe to CICC Operational Efficiency S Ciws

Optimize applications, systems, and processes to achieve more with less

Developer Sysprog
Identify hotspot CICSPA Collect and load . ONcover St

33%0s 0 a mansged region

i - erformance data Ne—
transactions p +  Manape your region #om e CICS —

SM Sxplorer parspacive

CICS TS V5.2

Identify hotspot "7 cicsia
programs ~ ]
Code changes, if RDz  Create model
needed © " w[Testregions

CICSDA  performance

Clone pev/T est g test
regions - CICS PA

Add updated : : - -:- D:é)(ljzyar:]%w

resources to e = = change

change package - ciesceMm package

Step 1 Step 2 Step 3

Threadsafe analysis and Workload Management to Region Consolidation to

implementation to reduce cope with mobile scalability reduce management overhead
CPU utilization by up to 20% and availability needs and CPU utilization (up to

10%)
.C.
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Cummary

There are many areas in CICS that can be tuned
To achieve the best results, tuning must be on-going
Always start at the top and work your way down

Set reasonable objectives

Measure and publish the results

Complete your session evaluations online at www.SHARE.org/Seattle-Eval ®, inSeattle 2015




