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Code!



The witch trial – MQ is broken!



• So as to WHY this is the MQ session on Thursday 
morning   

– The planners hope I will not get any attendance and will stop 
talking about it  

– I hope you have had a large cup of coffee and will stay 
awake! 

– The planners want you to have this background before 

attending  Session 16201 - New MQ Chinit monitoring via 
SMF at 1:30 today

Why is this session first thing in the morning?
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• Review of SMF 115 and SMF 116 class 3 data

• Hunting down the culprit

– SMF115 Data
• Bufferpool behaving badly

• Volume growth

• Log manager getting cranky

• Other SMF115 data of interest

– SMF116 Data
• What queues are being used and how? 

• Can I find out which queues are the most active?

• Pulling the data for one CICS transaction or batch job

• Long running tasks

• Summary 

Agenda



• This session is to delve a bit deeper into how the ATS 
team use the SMF data to find transaction and WMQ 
problems, based on situations we’ve tried to resolve.  

• It will bore you to death.

Objectives



• The SMF 115 data is the statistical information produced by a WMQ 
for z/OS queue manager.  

– Primarily used to track major trends and resolve performance 
problems with the queue manager

– Very lightweight

– Broken down into the major ‘managers’ within WMQ

– The ‘old’ MP1B provides several views into the data:
• MQ1150 – detailed SMF115 report
• MQCSMF – extracts specific information from SMF115 and 116 in a 

column format
– Particularly useful for building spreadsheets

– The ‘new’ MP1B provides two views of the data
• Report from for each manager
• Comma separated values

Review of SMF115 



• The SMF 116 data is the accounting information produced by a WMQ for z/OS 
queue manager.  
– Primarily used to determine what is going on within WMQ workload
– Heavyweight
– Broken down into the transactions within WMQ
– The old MP1B provides several views into the data:

• MQ1160 – prints the SMF116 class 1 report
• MQ116S – prints the detailed SMF116 class 3 report, including the queue 

information
• MQCSMF – extracts specific information from SMF115 and 116 in a column 

format
– Particularly useful for building spreadsheets

– The new MP1B provides:
• The ‘TASK’ output

– Somewhat like the MQ116S report
– Differences between new and old for a CICS transaction are documented in 

https://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/TD106135

• Other files, much like the ‘old’ MQCSMF output

Review of SMF116 – Class 3 data 



Finding the problem

Are you now, or have 
you ever been an MQ 

administrator????



• While not always the culprit, tuning the buffer pools has 
been a never ending cycle of opportunities

– Lazy queue definitions
• I copy what works, might not be what is best for the queue 

manager

– Workload pattern changes
• What flows today, might become a log jam without any warning

–Well except the business knew they were opening 2600 new 
branches on Tuesday

Performance problems

10



• In the next few slides, an analysis of a bufferpool under stress is 
shown

• First the raw SMF data for two weeks was processed thru the “old 
MP1B” MQCSMF and the MQ1150 format and print programs

• The Buffer Manager statistics were downloaded into a spreadsheet

• The spread sheet was sorted to find:

– Non-Zero Short on storage counts

– Non-Zero DMC counts

– Percent of free pages

• This showed the areas that needed to be looked at in greater detail, 
and it became apparent that there were some processing patterns that 
need evaluation

SMF 115 data – Hunting down the culprit
Red Flags for bufferpools



• Red Flags for Bufferpools
– SOS
– Freepages at 5% or less 

SMF 115 data – Hunting down the Culprit



• Red Flags for Bufferpools - Continued
– DMC – synchronous write process is requested

• Note that it did not run this often, but this is the number of times that 
conditions were right!

• The DMC count should be used in conjunction with the IMW field from the SMF115 report to see how many synchronous writes were actually performed.

SMF 115 data



• This spreadsheet image was created from WMQ V7.0.1 data thru the new MP16 print program
– Note the data produced is different from the MQCSMF report from the old version.  Important 

fields missing include the important SOS counts, deferred writes, and synchronous writes fields. 
– This is being addressed in the V8 version that is now in beta

The NEW SMF print – BUFCSV file



• Charting the bufferpool use over time is quite helpful

– Look for patterns of use
• When one pools becomes over used, another might have less 

workload and can give up pages

–Or shift queue to under used resource pools

• Check the queue manager storage use

–There may be enough storage to increase the number of 
pages 

–More queue manager areas have moved above the bar

• MQ V8 allows bufferpools to be moved above the bar

– BUT tuning the bufferpools is not the solution to every 
performance problem!

Bufferpool trends
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SMF115 – Bufferpool Trends and Analysis



• In the chart shown two high volume days were compared to see if there was a 
pattern to the BP use.

• BP 0, 1 an 2 showed almost no utilization.

• BP 3 was in very heavy use, some of the time. 

• BP 3 is under some stress.

• Having multiple days worth of data is vital, had there just been one heavy day 
it may have been an anomaly.  Data from longer periods of time, when 
compared like this can be very useful in tracking usage, etc.

• In this case there was a clear pattern of overuse of bufferpool 3, in further 
evaluation the SMF116 data showed that all the queues that were being used 
for this queue manager were defined on the same pageset/bufferpool.  By 
moving some of the queues to another resource pool, the stress was reduced, 
work flowed faster and the CPU usage was reduced.   

• In attempting to replicate the issues, the information on the previous slides 
was used to create the charts, but also to show that charting the pattern might 
be helpful in the evaluation.

SMF115 – Bufferpool Trends and Analysis - Notes



SMF 115 data

• Yellow Flags for Bufferpools
– Consistently Approaching/Achieving  20 % Free pages



• In the data shown, two bufferpools were approaching the 
20% freepage threshold.  

• At 20% the async write task is initiated, which is not 
catastrophic, but if it can be avoided it should be.  

• In this case, when several weeks worth of data were 
examined the 20% threshold was being broken on a 
regular basis.  After evaluation fo the SMF116 class-3 data 
it was found this was batch oriented workload, and 
messages were expected to queue up for long periods of 
time this was not a problem.  It is something to watch.  

Bufferpool Use - Warnings



• Message Manager Information

– Good indication of queue manager usage
• This is only a count of API calls, not one of successful calls

• Volume trends can be approximated from the MQPUT and 
MQPUT1 calls, as these are generally successful

• MQGETs may or may not have data returned

SMF 115 data – Hunting down the Culprit



• This data was taken from the message manager output 
from the old MQCSMF format and print program.  

• Two columns were added to calculate the Total API calls 
and Total Puts (sum of MQPUT and MQPUT1 calls)

• When charted over a few weeks an upward curve was 
noticed.    

Message Manager Statistics 



Message Manager  - Trend Chart



• Two days data is not really a trend analysis, but it’s a start

• If more Mondays are charted, a real trend may emerge 
and show that volume is increasing allowing a good admin 
to plan for additional workload.  

• This is an overall count for the queue manager, individual 
queue activity can be evaluated from the SMF116 class 3 
data.

Message Manager Trend Chart 



New MP1B Print program – Message Manager



• Log Manager Information

– Good indication of persistent messaging use
• As has been mentioned before some of the counts are not 

complete, the checkpoints does not include those from queue 
manager switching

SMF 115 data – Hunting down the Culprit



• This is from the Message Manager CSV file.  

• Note that all it reports are the MQPUT, MQPUT1 and 
MQGET requests.

• If you are looking for any of the other requests, the TASK 
report (from the MP116 data) must be used. 

Message Manager – New MP1B output 



• Log manager – I/O rate

– The l/O rate is calculated as
• The number of CIs written * 4096 (CI size)

• Divided by 1 M (1024*1024)

• Divided by the number of seconds in the interval

– The I/O rate is the throttle for many queue managers 

SMF 115 data – Hunting down the Culprit



• This data was taken from the log manager output from the 
old MQCSMF format and print program.  

• The log buffer waits indicates the number of times during 
the interval there were not free log buffers.  This is 
somewhat tunable, but most production environments 
have it set to the recommended 40,000.  If this count goes 
very high and the maximum number of buffers are 
allocated, then the queue manager may be saturated.

• Another critical factor is the I/O rate that can be achieved

Log Manager Statistics 



Logging Rates - Charted



• These rates were charted from days when there were reported 
slowdowns.  

• Notice the huge spike in the Aug 09 data, that is an anomaly caused 
by a change to the SMF interval in the middle of the day.  It is left in to 
illustrate that spikes do happen and should be investigated.  They may 
not indicate a sudden growth rate, but can indicate a problem with the 
data itself.    

• In looking at the data, the logging rate is frequently at the 20/25 MB 
per second rate.  For the environment, this was quite high.  It was 
discussed with the capacity planning team.  At the time they were 
looking into the purchase of a new hardware, which was rated at up to 
100 MB/second.  This information provided additional emphasis on the 
need to upgrade, which has since been done to good effect.

Logging Rates Charted - Notes



• The new MQCSMF print program will calculate the 
MB/Second written
– A caution, it uses the number of seconds per SMF interval 

defined for the run.  If you allow this to default, your results 
are likely to be incorrect. 

Log Manager CSV file from new MP1B



SMF 115 data – CF Statistics
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� The CF data from MQ should be used in conjunction with the Coupling 
Facility Activity Reports (CFRM).  

� The average elapsed time is reported in microseconds, and in this 
example is low.  As it happens the CF in use is  ‘local’ – in the same CEC, 
so they should be low.  

� Recommendation is to chart the values over time, like the other statistics 
looking for anomalies and use patterns.  



SMF 115 data – DB2 Statistics
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� This data includes the average am maximum times spent on DB2 requests
� Average elapsed time on the DB2 task
� Average elapsed time on the DB2 server
� Maximum elapsed time on the DB2 task
� Maximum elapsed time on the DB2 server

� Recommendation is to chart the values over time, like the other statistics 
looking for anomalies and use patterns.  



• The additional DB2 information shows the 
– Maximum depth of queues requests into DB2

– Whether there were deadlocks

– As with the other statistics, these should be charted to show 
usage patterns and detect anomalies

SMF 115 data – SDB2 Statistics
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• Reviewing this copious data 
can feel like searching for 
the spell to turn lead into 
gold.  Think of it as panning 
for gold

• As an MQ admin, you have 
more information at your 
fingertips   about your 
environment than we at IBM 
reviewing this data will have.  
There are a number of things 
that we do to look for 
patterns or particular 
problems that are discussed. 

SMF116 Class 3 data 



• The scenario is simple:

– ‘We are missing our SLAs on some of our transactions’

– The SMF 115 may or may not show bottlenecks

– You have over 3M SMF116 class 3 records from one SMF 
interval to see if you can find the problem

– And, of course, ‘MQ is the problem’

SMF116 - Hunting the culprit



• SMF116 class 3 data shows the use of queues 

• Helpful because even as a WMQ admin, it may be a 
challenge to find out where the queues are

• Some specific problems:

– Non-indexed queues

– High volume request/reply queues in same resource pool

– Overuse of Temporary dynamic queues

What queues are being used and how?



• We have seen some specific problems/issues at a number 
of customers that were addressed with an evaluation of 
the SMF116 data.   

• In this section we are going to show some of the more 
common ones, and how the SMF data lead to the 
improvment

What queues are being used and how?



• Queue Indexing

– Messages that are retrieved using an index-able field benefit 
from being indexed even when the depth is not high.
• Message ID

• Correlation ID

• Token

• Group ID

– The greater the depth of the queue the greater the benefit.  

– The SMF116 queue records show when messages are 
retrieved using a ‘known’ field

What queues are being used and how?



• Queue indexing is unique to WQ on z/OS

• The use of a proper index can substantially improve 
performance an CPU consumption, as will be shown

• Anecdotally, we’ve heard of it making a difference when 
queue depths were as low as 5 on a busy system

• Often the first report of a problem is when there has been 
a slowdown elsewhere and queue depths have grown 
unexpectedly

Queue Indexing - Notes



Non-Indexed Queue retrieval



• In the SMF record, the fields of interest are:

– The Queue Indexing

– The Type of GET request being made, those with a ‘-S’ are 
for specific messages (Get by correlid, get by message id, 
etc.)

– The total CPU expenditure for the successful gets – the ‘CT’ 
column highlighted

– The number of pages skipped while finding matching 
messages

Non-Indexed Queue retrieval - Notes



Indexed Queue Retrieval



• In the SMF record, the fields of interest are:

– The Queue Indexing

– The Type of GET request being made, those with a ‘-S’ are 
for specific messages (Get by correlid, get by message id, 
etc.)

– The total CPU expenditure for the successful gets – the ‘CT’ 
column highlighted

– The number of pages skipped while finding matching 
messages

Indexed Queue retrieval - Notes



• Comparing the CPU time, both queues with the same max 
message depth:

– Indexed 27 messages at 99 CPU microseconds 
• 3.667 ms per message retrieved

– Non-indexed 28 messages at 369 CPU microseconds
• 13.18 ms per message

• Comparing the number of pages that had to be skipped

– Indexed = 0

– Non-indexed = 3585

Indexed vs Non - comparison



• High volume request and reply queue in the same 
resource pool

– This is a case of ‘define like’ run amok

– The request queue and reply queue for a high volume 
application were defined in the same storage class (same 
bufferpool and pageset)

– By moving the reply queue to a different storage class, the 
resource usage was better distributed

What queues are being used and how?



• Note this is often not seen until there is stress in one or 
more bufferpools due to volume.  

High volume request and reply queue in the same 
resource pool



• Overuse of Temporary dynamic queues

– Often used for responses on both RYO and traditional 
monitoring tools

– All queues created will be in the same resource pool

– Quite expensive in CPU

• Temp dynamic queues are identifiable by their name

– For example for the MQExplorer uses temporary dynamic 
queues.  The name looks like this

AMQ.MQEXPLORER.C1363497285

What queues are being used and how?



Temporary Dynamic Queues



Permanent Queues



• The CPU cost comparison

– Verb TDQ Permanent

– Open 125 38

– Close 111 26

– Put 104 113

– Inquire 17 18

• The Elapsed Time comparison

– Verb TDQ Permanent

– Open 850 39

– Close 113 26

– Put 106 115

– Inquire 17 18

Temp vs. Permanent



• The SMF116 class 3 data hold the information into the actual 
queue use

– This information can be critical in tracking down a performance 
problem or  for capacity planning

– The MQCSMF GET and PUT files can be used to track the use 

– This file can contain millions of records

What queues are actually in use?
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What queues are actually in use? – Consolidated 
View
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• I have developed a spreadsheet that consolidates the PUT 
and GET queues 

– It is simply based on the records received, for a production 
shop it might be beneficial to have the consolidation done 
per day or per hour

• This provides a starting point for tracking the use over 
time.  

What queues are actually in use?
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• The spread sheet used a number of formula to get the totals, an example of the  
formula to calculate the number of GET references is:
=COUNTIF(AllGets.D03:D22219;A3)

• The formula to calculate the number of Valid GETs is:
=SUMIF(AllGets.$D03:$D22219;A3;AllGets.$E03:$E22219)

• The bufferpool, pageset, and CF structure information was manually drawn from 
the SMF 116 print program

What queues are actually in use? Continued -
Notes
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• Many times you want to look at the information from a 
CICS transaction or batch job

– No way to turn SMF116 class 3 on for just one queue 
manger, transaction or job

– Use SORT
• Remember you will have to omit the short records that the SMF 

dump program always includes – use the VLSHRT option.   

Hunting down the culprit – finding a transaction 
in the SMF116



• In a group of millions of records, pulling the information for 
a specific transaction to ‘map’ it’s behavior can be critical 
in both problem resolution and performance issues

• The SMFDUMP program has few options for getting 
subsets of the data

• Using a simple sort is a quick solution to dividing up this 
massive volume into manageable groups 

Finding a specific transaction or batch job



Finding  a transaction



Finding a Batch job 



• IF the long running task is started after the Class 3 trace

– SMF 116 records will be cut at each SMF interval and at task 
end

• If the task is started before the trace is

– No records are cut

– APAR PM58798 has been taken on this

SMF116 and Long running tasks



• The SMF data can be used in many ways to find patterns 
of use, problems with the queue managers, and 
programming problems.

• There are many other things within the data that are 
helpful, and more to come with the 8.0 interpretations and 
print programs.  

• Thank you

Summary



Monday Tuesday Wednesday Thursday Friday

08:30 16203
Application 
programming with MQ 
verbs
(Chris Leonard)

16202
The Dark Side of 
Monitoring MQ - SMF 115 
and 116 Record Reading 
and Interpretation
(Lyn Elkins)

15998
CICS and MQ - Workloads 
Unbalanced!
(Lyn Elkins)

10:00

11:15 16194
Introduction to MQ
(Chris Leonard)

16199
What's New in IBM 
Integration Bus & 
WebSphere Message 
Broker
(David Coles)

15844
MQ – Take Your Pick 
Lab
(Ralph Bateman, 
Lyn Elkins)

16197
Using IBM WebSphere 
Application Server and 
IBM WebSphere MQ 
Together
(Chris Leonard)

12:15

01:30 16195
All about the new MQ v8
(Mark Taylor)

16192
MQ Security: New v8 
features deep dive
(Neil Johnston)

16201
New MQ Chinit
monitoring via SMF
(Mayur Raja)

03:00 16205
MQ Beyond the Basics
(Neil Johnston)

16204
MQ & DB2 – MQ Verbs in 
DB2 & InfoSphere Data 
Replication (Q Replication) 
Performance
(Lyn Elkins)

15503
What's wrong with MQ?
(Lee E. Wheaton)

16200
IIIB - Internals of IBM 
Integration Bus
(David Coles)

04:15 16198
First Steps with IBM 
Integration Bus: 
Application Integration 
in the new world
(David Coles)

16193
MQ for z/OS v8 new 
features deep dive
(Mayur Raja)

16196
MQ Clustering - The 
Basics, Advances and 
What's New in v8
(Neil Johnston)

This was session 16202 - The rest of the week ……

You are 
HERE!



Further information in real books



And … already available (draft)

https://www.redbooks.ibm.com/Redbooks.nsf/RedpieceAbstracts/sg248218.html



Because we just have not seen this enough!!!  Session #16202


