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Generations of IBM360 -> 370 -> 390 

The original 360 family was announced in 1964, and the lower midrange model 40 was the first to ship 

a year later. The most interesting version was model 67 (first shipped June 1966) which had hardware to 

support virtual memory. IBM had planned a special operating system for it (TSS/360), which they never 

managed to get to work well enough to be usable. Within IBM, model 67 was used with a system 

known as CP-67, which allowed a single 360/67 to simulate multiple machines of various models. This 

turned out to be very useful for developing operating systems. In the summer of 1970, IBM announced 

a family of machines with an enhanced instruction set, called System/370. These machines were all 

designed with virtual hardware similar to 360/67, and eventually all the operating systems were 

enhanced to take advantage of it in some way.  
 

When System/360 was successful, other companies started making their machines similar to IBM's, 

but not close enough to actually run the same software. In 1970, however, Gene Amdahl (who had 

been the chief architect for the 360 family) started a company to build a series of machines that were 

direct clones of the 360-370 architecture, and later Hitachi followed suit. (The first Amdahl machine was 

shipped in 1975.)  
 

Big, fast disk drives were one of the strengths of IBM. In 1973, the big mainframe disk drive was 

model 3330-11: 400 MB for $111,600 or $279/MB. By 1980, you could get the 3380: 2.5GB for 

$87,500 or $35/MB. DRAM prices were dropping, too: In 1979 the price was cut from $75,000/MB to 

$50,000/MB.  
 

Through the 1970's and 1980's, the machines got bigger and faster, and multi-processor systems 

became common, but the basic architecture did not change. Around 1982, addresses were extended 

from 24 bits to 31 bits (370-XA), and in 1988 extensions were put in to support multiple address spaces 

(370-ESA). In 1990, the ES/9000 models came out with fiber-optical I/O channels (ESCON), and IBM 

began using the name System/390.  
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History 

 Real 

 Expanded 

 Importance of Page Packs 
 

Today 

 Large Page 

– 1M 

– 1M Pageable 

– 2G 

– INCLUDE1MAFC 
 

 zFLASH 
 

Philosophy 

 Memory allocation 

 DB2 Buffers - Fix or don’t define 

 FLASH - What it’s good for (Good move or bad - DB2) 

 What’s changing 
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LFAREA 

Note: z/OS 1.13 documentation does not cover INCLUDE1MAFC parameter. 
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LFAREA (A,B)   
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Keyword Addition 



Session 16180 

4:30pm 

Aug 6, 2014 

8 

The Evolution of Managing Real Storage and zFLASH’s Impact 

Memory Philosophy  

• LPARs should be memory rich, CPU management of memory 

is costly 

 

• I define specific values for LFAREA allocations 

• RMF Monitor 3 provides great insight 

 

• LFAREA is specified in the IEASYSxx member 

• Requires an IPL 

 

• Remember that frequently used items like DB2 bufferpools will 

always reside in memory so fixing the frames really has no 

cost… but there are significant savings 

 

 

 

 



Session 16180 

4:30pm 

Aug 6, 2014 

9 

The Evolution of Managing Real Storage and zFLASH’s Impact 

Storage constrained environment without the INCLUD1MAFC APAR. The 
APAR changes the harvesting of unused LFAREA pages to being 
aggressive when the LFAREA parmlib member has INCLUDE1MAFC 
specified. 

Without  INCLUDE1MAFC  specified 
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Storage constrained environment with the INCLUD1MAFC APAR. The 
APAR changes the harvesting of unused LFAREA pages to being 
aggressive when the LFAREA parmlib member has INCLUDE1MAFC 
specified. 

  INCLUDE1MAFC  specified 
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LFAREA at IPL on a z196 

LFAREA=(20%,INCLUDE1MAFC)      specified in IEASYSxx member 
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LFAREA - 2G page specified on z196 
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• LFAREA specifications that can not be satisfied - 

hold up the IPL if NOPROMPT is not specified 

• If NOPROMPT is specified, the IPL continues… 

but the LFAREA parameters that could be 

satisfied are also ignored 
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On an EC12 
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Memory Management 

CPU should not be traded off for Memory  

 

Large Page allocations should back the DB2 BPs at a minimum 

 

Without zFLASH  
 

• Keep your AFC well stocked (I shoot for 10-15GB backing 

all address space virtual) 

• Watch the SYSTEM UIC - know when it drops  (hint sorts) 

 

With zFLASH 
 

• Expand your memory use (DB2 BP’s)  

• Keep healthy AFC (2 or more GB - after address spaces are 

trimmed to only keep WSS frames in storage) 

• Active paging should only be a result of the initial trimming, 

it should not be an ongoing event 
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FLASH 
 

Flash Memory aka SCM (Storage Class Memory) will be available 

from 1 to 4 flash features. Each has 1 feature providing 1.4 TB of 

user storage. 
 

• Goals   

• Paging Relief on Test LPARs 

• Implement 1MB paging for Websphere clocking the Websphere Memory issues  

 

• SOFTWARE 

• z/OS 1.13 - Requires a web deliverable download of support 

• z/OS  2.1 -  Support delivered in base 

 

• Parmlib (IEASYSxx) 

• PAGE=     (new Option *NONE*)  discuss warm start and options 

• PAGESCM=ALL  (flash used only for paging…  it is the default value - fine for today but hoping) 

 

 HMC - Defining the flash to an LPAR 
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• Select the SYSTEMS MANAGEMENT tag  

 

 

 

 

 

 

 Select the radio button for the CPC desired (Z1W) 

  Under CONFIGURATION select    MANAGE FLASH 

ALLOCATION 
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Select ADD ALLOCATION from the scroll down SELECT 

ACTION box 
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Use Radio button on Use existing 

 Select LPAR from Pull down box 



Session 16180 

4:30pm 

Aug 6, 2014 

20 

The Evolution of Managing Real Storage and zFLASH’s Impact 

FLASH Commands 

08/06/2014 

FLASH Config 

commands 

May be issued to config 

on and config off  Flash in 

16GB increments. 

 

I believe in allocating  

FLASH in larger  than 

required segments. 

 

1.4 TB of FLASH goes a 

long way. If you need that 

much order more 

 

Up to 4 - 1.4TB features 

may be ordered. Max of 2 

features per drawer. 
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RMFIII - Storage Use of Memory Objects - storage constrained system (1 of 2)  
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RMFIII - Storage Use of Memory Objects - storage constrained system (2 of 2)  
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RMFIII - Storage Use of Memory Objects - storage $RICH$ system 
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RMFIII - Storage Frames - storage constrained system 
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RMFIII - Storage Frames - storage $RICH$ system (2 of 2)  
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Post Processor - Paging Activity  
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Post Processor - Memory Objects  
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Post Processor - Page Dataset Activity 
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zFLASH - Other Uses 

DBAR  
 

• zFLASH can expand the scope of the storage available on the 

CBU machine 
 

• Ideal for DBAR tests 
 

• Provides a survival mechanism for an actual disaster event till 

decision is made to return or upgrade. 

 

Altering the Philosophy of memory allocation  

• Increasing the active use of memory 

 

Hardware Failure events  
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Problem Recovery 

 

In the event of a system check stop – example Book Failure 

 

– Whole system is affected - machine down 

 

– Depending on the type of failure a processor book may become “fenced 

offline” 

 

– Resources on the fenced book are unavailable 

• Processors, Memory, I/O interconnect (coupling links if present) 

• LPAR activations will likely fail at some point 

Hardware Failures 
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Fenced Book - Service Message 
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 Fenced Book - Checkbox 
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 Fenced Book box 
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Fenced Book - USER View 
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Fenced Book - Activation Msg 
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Fenced Book - Activation Issue 
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Fenced Book - Storage originally 
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Fenced Book - Storage degraded 
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Fenced Book - 
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Fenced Book -  Actions 

• POR and come up with a fenced book 
 

• Make Processor adjustments if needed 
 

• Determine LPAR priority list 
 

• Re-adjust available storage for activation of LPARs (don’t forget 

the RESERVE memory for non-disruptive restoration of 

temporarily reduced storage allocation) 
 

• zFLASH may make the difference between coming up with a 

subset of your LPARs and having the full list of LPARs running 

that tolerate the memory reduction due to zFLASH Paging 
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Thanks 
Session 16180 


