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System/360 Announcement

The following is the text of an IBM Data Processing Division press release
distributed on April 7, 1964.

A new generation of electronic computing equipment was introduced today
by International Business Machines Corporation.

IBM Board Chairman Thomas 1. Watson Ir. called the event the most
important product announcement in the company's history.

The new equipment is known as the IBM System/360.

Systemn/360 core storage memory capacity ranges from 8,000 characters of
information to more than 8,000,000. Information storage devices linked to
the system can store additional billions of characters of data and make them
avallable for processing at varying speeds, depending on need.

* Memory power. & hierarchy of memories within System,/360 makes
information in core storage awvailable at varying speeds. Small local
store memories operate in as little as 200 billionths-of-a-=econd.
Control memories operate in as little as 250 billionths-of-a-second.
Fowerful main memories - - containing up to 524,000 characters of
information - - range from 2.5 millionths-of-a-second down to one
millionth-of-a-second.

A key development provides 8,000,000 characters in bulk core

storage - - each character available in eight millionths-of-a-second

and each at the direct command of a computer programmer. This s

over sixty times more directly addres=able characters than were

previoushy available in IBM computers. The computer's historic

limitations on memory size are overcome by this development. 2
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Generations of IBM360 -> 370 -> 390

The original 360 family was announced in 1964, and the lower midrange model 40 was the first to ship
a year later. The most interesting version was model 67 (first shipped June 1966) which had hardware to
support virtual memory. IBM had planned a special operating system for it (TSS/360), which they never
managed to get to work well enough to be usable. Within IBM, model 67 was used with a system
known as CP-67, which allowed a single 360/67 to simulate multiple machines of various models. This
turned out to be very useful for developing operating systems. In the summer of 1970, IBM announced
a family of machines with an enhanced instruction set, called System/370. These machines were all
designed with virtual hardware similar to 360/67, and eventually all the operating systems were
enhanced to take advantage of it in some way.

When System/360 was successful, other companies started making their machines similar to IBM's,
but not close enough to actually run the same software. In 1970, however, Gene Amdahl (who had
been the chief architect for the 360 family) started a company to build a series of machines that were
direct clones of the 360-370 architecture, and later Hitachi followed suit. (The first Amdahl machine was
shipped in 1975.)

Big, fast disk drives were one of the strengths of IBM. In 1973, the big mainframe disk drive was
model 3330-11: 400 MB for $111,600 or $279/MB. By 1980, you could get the 3380: 2.5GB for
$87,500 or $35/MB. DRAM prices were dropping, too: In 1979 the price was cut from $75,000/MB to
$50,000/MB.

Through the 1970's and 1980's, the machines got bigger and faster, and multi-processor systems

became common, but the basic architecture did not change. Around 1982, addresses were extended

from 24 bits to 31 bits (370-XA), and in 1988 extensions were put in to support multiple address spaces
(370-ESA). In 1990, the ES/9000 models came out with fiber-optical /0 channels (ESCON), and IBM
began using the name System/390. 3
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History

= Real

= Expanded

= |mportance of Page Packs

Today
= |arge Page
- 1M
— 1M Pageable
- 2G
— INCLUDE1MAFC

= zFLASH

Philosophy

= Memory allocation

= DB2 Buffers - Fix or don’t define

= FLASH - What it's good for (Good move or bad - DB2)
= What’s changing
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LFAREA
LFAREA

LFAREA= {xM | xG | xT | x%]
{[ M=(a [,b]) | IM=(a% [,b%])] [,2G=(a [,b])
[,prompt | ,noprompt]}

,2G=(a% [,b%])]

The LFAREA parameter specifies the amount of online real storage available at IPL
to reserve for backing 1 MB pages and 2 GB pages. The xM, xG, xT, and x% syntax
form reserves 1 MB pages, and the 1M= and 2G= syntax form reserves 1 MB and 2
GB pages. The two syntax forms cannot be combined. Each syntax specification
uses a different formula for calculating percentage requests and the system limit, as
described in “Request handling for the large frame area system limit” on page 449

and “Request handling for insufficiently contiguous online real storage” on page
450.

Note: z/OS 1.13 documentation does not cover INCLUDE1MAFC parameter.
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LFAREA (A,B)

1M=(a,b)
Specifies the number of 1 MB pages of online real storage to reserve in the
large frame area. Up to eight decimal digits each can be specified for a and b.
The value specified for a is the target number of pages, and the value specified
for b is the minimum number. The system attempts to meet the request at or as
near as possible up to the target number, but at no less than the minimum
number. The value specified for b must be less than or equal to the value
specified for a, and can be zero. A specification of 1M=(0,0) results in zero 1
MB pages being reserved. Once the LFAREA parameter has been processed, no
additional amounts of storage are reserved later in an attempt to reach the
target. Both a value and a percentage, such as 1M=(a,b%) or 1M=(a%,b), cannot

be specified.
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Keyword Addition
The V2R1 Exchange is making this APAR known to all members:
APAR 0A41968 applies to V2R1 and V1R13:

Added the INCLUDE1MAFC keyword to the operands for LFAREA in
IEASYSxx.

Here are some LFAREA examples using INCLUDE1MAFC:

LFAREA=(B4M,INCLUDE1MAFC)

- Mote: Using the xM[xG[xT|x% syntax, INCLUDETMAFC is
a positional parameter and must be coded after
the xM[xG[xT|x% specification.

LFAREA=(20% INCLUDE1MAFC)

- Mote: Using the xM[xG[xT|x% syntax, INCLUDE1IMAFC is
a positional parameter and must be coded after
the xM[xG[xT|x% specification.

LFAREA={1M=64, INCLUDE1MAFC)
- Mote: Using the 1M= syntax, INCLUDE1MAFC can
be specified anywhere within the parentheses.

LFAREA=(INCLUDE1TMAFC, 1M=20% NOPROMPT)
- Mote: Using the 1M= syntax, INCLUDE1MAFC can
be specified anywhere within the parentheses.
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Memory Philosophy

/LPARS should be memory rich, CPU management of memD

IS costly

» | define specific values for LFAREA allocations
« RMF Monitor 3 provides great insight

« LFAREAIs specified in the IEASY Sxx member
* Requires an IPL

« Remember that frequently used items like DB2 bufferpools will
always reside in memory so fixing the frames really has no
cost... but there are significant savings

\_ /
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Storage constrained environment without the INCLUD1IMAFC APAR. The
APAR changes the harvesting of unused LFAREA pages to being
aggressive when the LFAREA parmlib member has INCLUDE1IMAFC
specified.

Without INCLUDE1IMAFC specified
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Storage constrained environment with the INCLUD1IMAFC APAR. The
APAR changes the harvesting of unused LFAREA pages to being
aggressive when the LFAREA parmlib member has INCLUDE1MAFC
specified.

INCLUDE1IMAFC specified

-D VIRTSTOR, LFAREA
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LFAREA at IPL on a z196

LFAREA=(20%,INCLUDE1MAFC) specified in IEASYSxx member

' TORAGE AMOUNTS:
ABLE ONLINE: 3C

XM,

11
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LFAREA - 2G page specified on 2196

TARO41T (1M ' -  INCLUDELMAFC) | WAS SPECIFIED
SUPPORT
TARO45I VALID
A 163

MINIMUOM OF 7%
TARO045I VALID
MINIMUM OF 1%
TARO45I VALID
UNAVAILABLE
TARO4T7I AT THE FOLLOWING PROMPT, SPECI
PARAMETEER OR PRESS ENTER FOR Z 1C 1ME
TER341R RESPECIFY LFARER PAEM OR PRESS
IEE600I REPLY TO 00 ISJLFAREA=(1M= a“%
TARO48TI LFAREA=(1M=20%, INCLUDE1MAFC) ) WHICH RESULTED
5324 1MBE PAGES AND 0 21 PAGES.

|
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» LFAREA specifications that can not be satisfied -
hold up the IPL if NOPROMPT is not specified

« If NOPROMPT is specified, the IPL continues...
but the LFAREA parameters that could be
satisfied are also ignored

13
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Memory Management

KPU should not be traded off for Memory \

Large Page allocations should back the DB2 BPs at a minimum

Without zFLASH

« Keep your AFC well stocked (I shoot for 10-15GB backing

all address space virtual)
 Watch the SYSTEM UIC - know when it drops (hint sorts)

With zFLASH

« Expand your memory use (DB2 BP’s)
« Keep healthy AFC (2 or more GB - after address spaces are

trimmed to only keep WSS frames in storage)
» Active paging should only be a result of the initial trimming,
it should not be an ongoing event

15
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FLASH

Flash Memory aka SCM (Storage Class Memory) will be available
from 1 to 4 flash features. Each has 1 feature providing 1.4 TB of
user storage.

+ Goals
Paging Relief on Test LPARS
Implement 1MB paging for Websphere clocking the Websphere Memory issues

« SOFTWARE
z/OS 1.13 - Requires a web deliverable download of support
z/OS 2.1 - Support delivered in base

+ Parmlib (IEASY Sxx)
PAGE= (new Option ) discuss warm start and options
PAGESCM=ALL (flash used only for paging... itis the default value - fine for today but hoping)

» HMC - Defining the flash to an LPAR
16
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» Selectthe SYSTEMS MANAGEMENT tag

Select the radio button for the CPC desired (Z1W)
Under CONFIGURATION select MANAGE FLASH
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Select ADD ALLOCATION from the scroll down SELECT

ACTION box
|-=:}ﬂ-«|-J Manage Flash Allocation - Z1W
=
Summary
Allocated: 64 GB Storage increment: 16 GB
Available: 1360 GB Rebuild complete: 0%

Uninitialized: 0GB
Unavailable: 0GB
Total: 1424 GB

Partitio
Ry nr| Select Action --- s |

Select Partition Name Status I0CDS Allocated (GB) Maximum (GB)

C AE51 Active AOD 64 64
Hefresh

OK | Apply | Cancel | Help |

18
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Use Radio button on Use existing
Select LPAR from Pull down box

New Flash Allocation - Z1W

T [f

&

Partition
O New:

® Use existing: AE27 ~l

Allocation
Initial (GB): 16
Maximum (GB): 16
Storage increment (GB): 16
Available (GB): 1360

OK | Cancel | Help |

19
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FLASH Commands
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RMFIII - Storage Use of Memory Objects - storage constrained system (1 of 2)

EMF V2R1 Storage Memory Cbjects Line 1 of 690

System Summary
---Frames--- -1MB MemObj- --1MB Fixed--
Shared F Total 16 Total 1500
Common 1 Common

Service ---- Memory Objects ---|-1MB Frames-
. |
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RMFIII - Storage Use of Memory Objects - storage constrained system (2 of 2)

RMF VZR1 Storage Memory Objects Line 66 of 690
Command Scroll ===

System Summary
---Frames--- -1MB MemObj- --1MB Fixed-- -1MB Pageable-
Shared ; Total 16 Total 1900 Initial 15992
Commaon 1 Common - Dynamic 0

Service ---- Memory Objects ---]-1MB Frames-
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RMFIII - Storage Use of Memory Objects - storage $RICH$ system

RMF V2R1 Storage Memory Objects Line 1 of 134
Command Scroll ===> CG5R
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RMFIII - Storage Frames - storage constrained system

RMF VZR1 Storage Frames
Command ===>
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RMFIII - Storage Frames - storage $RICH$ system (2 of 2)

RMF VZR1 Storage Frames Line
Command === Scroll
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Post Processor - Paging Activity

AND SLOT COUNIS

(364 SAMPLES)
CENTRAL STORAGE
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Post Processor - Memory Objects

VITY

JTSTEM ID RAE32 START 0G/04/2014-08.559.00 INTERVAL 000.55.389
RPT VERSION V2R1 RMF EHD DeE/s04/2014-10.5%.00 CYCLE 1.000 SECONDS
2300807K MEMORY OBJECTS AND HIGH VIRTUAL STORAGE FRAMES
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Post Processor - Page Dataset Activity

FAGE D& V ¥
JISTEM ID AE31 14 . INTERVAL 001.00.00
RET VERSION V2Rl REMF 4-10. CYCLE 1.000 SECONDS

HUMBER OF SAMPLES PAGE DATA S5ET
SLOTS ---- SLOTS O3ED -—- A TRANS NUMEER
TYPE ALLOC MIN MAE W TIME IO REQ
33903 69959 11915 11815 o.ooo 0
33903 869999 37 37 .0an
338089 SBESOK 1918% 19339 .0on
33809 SES0K 19030 19155 .0on
33808 JB50K 17967 18133 .0an
339089 JB50K 19330 19496 .0an
338089 JBESOK 18315 18451 .0on
3390& SESO0K 17742 178938 .0on
3390& JB50K 184%7 18737 .0an
339089 JB50K 19472 19g82 .003
338089 SESOK 195%1 19601 .0on
33809 SES0K 19581 19775 .0on
33808 JB50K 19103 19373 .003
339089 JB50K 18886 19033 Rk
H/a eT109K 23306K 23538K .0on

DATE SET HAME
3Y51.PG31R0.
3151.PG31B0.
5T51.PG31EL.
3Y51.PG31B2.
3Y51.PG31B3.
3151.PG31B4.
5T51.PG31B5.
3751.PG31B6.
3Y51.PG31R7.
3151.PG31EE.
ST51.PG31B5.
3Y51.PG31BA.
3Y51.PG31EB.
3151.PG31BC.LO
H/a
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ZFLASH - Other Uses

(o A

DBAR

« zFLASH can expand the scope of the storage available on the
CBU machine

 |deal for DBAR tests

* Provides a survival mechanism for an actual disaster event till
decision is made to return or upgrade.

Altering the Philosophy of memory allocation
* Increasing the active use of memory

Qrdware Failure events /
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Hardware Failures

Problem Recovery

In the event of a system check stop — example Book Failure
— Whole system is affected - machine down

— Depending on the type of failure a processor book may become “fenced
offline”

— Resources on the fenced book are unavailable
* Processors, Memory, I/O interconnect (coupling links if present)
« LPAR activations will likely fail at some point
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Fenced Book - Service Message

Z5W Details - ZSW
Instance Acceptable || Product MNetwork Degrade | STP ZBX Energy
Information | Status Information | Information | Reasons || Information | Information | Management
Degrade Reasons
Loss of Memory L
Loss of channels due to CPC hardware failure \bhine
One or more books are no longer functioning .Ee-
el
: 7 - HEG
|OK| Apply | Change Options... | Cancel | Help|
7 - HEG
i - 7 - HES
B [ Ensemble Management v H zswikl | G € Service required (Degraded) DEFALLT | DEFALLT |252?-H43
= [B» WinEns Max Page Size:lE-EIEI Total 4 Fitered: 4 Selected: 1
= l-_E Members
g z1sw M
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Fenced Book - Checkbox

|_f| Customize Activation Profiles: Z5W : RESETAZ : CPISAP

B 75W Select a CPISAP assignment.

& RESETA2 Select CPs SAPs

— General @ 2 |8

— Storage Integrated facilities for Linux (IFLs):

Qyn_a_mic System z integrated information processors (ZIIPs)

u %%P Display fenced book page

— Partitions
- AED3

- AED4

- AEGT

- AED2

- AEVM

- AEVZ
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Fenced Book box

f Customize Activation Profiles: Z5W : RESETAZ2 : Fenced

= 75W MNumber of available processors for Licenced Internal Code: 12
= RESETA? Mumber of available processors when a book is fenced: 12

— General ||a Determined by the system

— Storage = Determined by the user
Dynamic

— Partitions
- AES3

- AES4

- AE91

- AES2

- AEVIM

- AEVZ

ey I oy N oy [Ny AN oy M g |
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Fenced Book - USER View

EI Customize Activation Profiles: Z5W : RESETAZ2 : Fenced
= 7Z5W Number of available processors for Licenced Internal Code: 12
= RESETA2 Number of available processors when a book is fenced: 12
— General ) Determined by the system
B gtﬂg_ﬁ © Determined by the user |
| 6}% — Processor Assighment
— CP/SAP Processor Type LICCC Definition Value Used when Book is Fenced
~ Fenced Central 2 2
— Partitions ,
B AEO3 System assist 8 [
®-AE34 Integrated facility for Linux 1 1
- AEO91 _ _ _
@ AE9? System z integrated information processors 1 |‘1
= AEVM Total: 12 12
= AEVZ
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Fenced Book - Activation Msg

& Z5W: Customize/Delete Activation Profiles - Microsoft Internet Explor... =N )

s s

e Activation Profiles - Z5W |

Your system storage is currently degraded. The sum of the initial
central and expanded storage for the partitions listed below is larger
than the amount of storage currently available (32768).

& Bf | [+ Filter
As long your system storage remains degraded, these image profiles
will not activate. Would you like to specify smaller initial storage ~ |CP | Cha.
amounts? =ta... =iat...
Service re | = Dp___| &3 Exc
AE91
ACTB0231
Yes| Mo
i" — 1 mnm W Crrnarntinmn
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Fenced Book - Activation Issue

@ Z5W: Customize/Delete Activation Profiles - Microsoft Internet Explor... [-:' ﬂlﬁ i

—

e Activation Profiles - Z5W

Your system storage is currently degraded. The sum of the initial
central and expanded storage for the partitions listed below is larger
than the amount of storage currently available (32768).

= |j1' ﬁ = | Filter
As long your system storage remains degraded, these image profiles
will not activate. Would you like to specify smaller initial storage A |CP |Cha.. | Crypto -
Sta... Stat... Status
amounts?
M[Service re | sl Clp___| () E:-c-:___| @ Channela

AE91

ACTB0231
Yes| No|

HE, Service Management o B [0 partitions a Blrg il
[ F 5By AED €3 Not activated €3 Exc_ €3 Stopped

36



Session 16180

4:30pm
Aug 6, 2014

Fenced Book - Storage originally

0 Storage Information - Z5W
Base Logical
System Partition
Storage Storage
Allocation | Allocation
Total Installed Storage: 131072 MB (128
GB)
Customer Storage: 98304 MB (96
GB)
Hardware System Area (HSA): 32768 MB (32
GB)

— Customer Storage Details
storage Type Amount  Percent
Central Storage: 122686 MB 12 %
Expanded Storage: 0 MB 0 %
Available Storage: 86016 MB 88 %

OK| Help |

37



Session 16180
4:30pm

Aug 6, 2014

Fenced Book - Storage degraded

"_E Z5W: Storage Information - Microscft Internet Explorer provided b.. B |-

o Storage Information - Z5W
Base Logical
System Partition
Storage Storage
Allocation | Allocation
Total Installed Storage: 65536 MB (64
GB)
Customer Storage: 32768 MB (32
GB)
Hardware System Area (HSA): 32768 MB (32
GB)
— Customer Storage Details
Storage Type Amount  Percent
Central Storage: 0 MB 0 %
Expanded Storage: 0 MB 0 %
Available Storage: 32768 MB 100 %

The system storage is degraded. The amount of customer storage
available for allocating central storage and expanded storage is
temporarily reduced.

OK] | Help |
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Fenced Book -

EI Customize Activation Profiles: Z5W : RESETAZ2 : AE91 : Storage

B Z5W — Central Storage
5 RESETA? Amaount (in megahytes) Starage origin
— General Initial 11264 @ Determined by the system DECREASE as required
— Storage B Petermiine -yt u e
— Dynamic Reserved[g1g2 ' - INCREAS[for restoring
— Options 'Jr|g|r|| i TesTT L
— CPISAP
— Fenced — Expanded Storage
— Partitions Amount (in megabytes) Storage origin
=- AE93 Initial |[J @ Determined by the system
& AE94 © Determined by the user
& AEO1 Reserved|g B
General Origin|
Processor
Security
storage
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Fenced Book - Actions

« POR and come up with a fenced book
 Make Processor adjustments if needed
« Determine LPAR priority list

« Re-adjust available storage for activation of LPARs (don’t forget
the RESERVE memory for non-disruptive restoration of
temporarily reduced storage allocation)

« zFLASH may make the difference between coming up with a
subset of your LPARs and having the full list of LPARS running
that tolerate the memory reduction due to zFLASH Paging
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