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Hitachi Dynamic Tiering
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Automated Optimized Tiered Storage Management SHARE
= Before: Tiered storage and G
provisioning (el FRA Mo A -
« Labor intensive i Ea&ggwﬁ%e@ggwggg@yz <
 Data classification before tiering ‘Frequenmccesses —
» Complicated management of Pr?,z?s?:,"r:fng %%%ﬁ __________
multiple storage tiers Virtual ) %‘jﬁm """
= Now: Dynamic tiering and Volume [%ﬂ%ﬁé%&éﬁ&ﬂlg
provisioning
« Controller-based automation ‘ : é'%'rj
» Single, self-managed, self-healing, N - e
efficient pool of data |: it
: . e
 All the benefits of tiered storage R AR
 All the benefits of dynamic mmw.ﬁ.ﬁﬂﬁ;ﬁ ET“‘%';
provisioning R e TR R S g
 No need for data classification E?; 'Ejg;*%i :E"fg‘glal,ﬂf%% ',ﬁcg';ﬁm'“
= Simplifies operations and data management _—
= Reduces opex, capex, and TCO '.
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=Datasets can span multiple Tiers




Improved Performance at Reduced Cost:

N
Data Locality and Pareto Distributions o
Classic Pareto Distributions Actual Volume Workload
(Also Known as the 80/20 Rule)
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Location on Volume

Why does it work so well?
= Skew — At any time, only a small address range is active

= Persistence — When an address range is accessed it tends to
remain so for a while
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Backend IO Distribution vs Physical X

u /‘
CapaClty i
Physical Capacity Distribution
3.30%
’ ’ m400GB SSD
63.38% ®m300GB HDD
3TB NL-SAS
IO Rate Distribution
18.37%
.00
o SHARE
0..I.n Pittsburgh 2014

Complete your session evaluations online at www.SHARE.org/Pittsburgh-Eval




ENVIRONMENTAL COMPARISON =

Educate - Network - Influence

USPV — Total Cap 231TB

SN (kg) (Ib) (kW) BTU/hr kVA SQFT Frames
3,227 7,099 81,713 24.93 33.64 5
3,267 7,187 79,899 24.36 33.64 5

VSP - Total Cap 682TB

(kg) (Ib) (kW) BTU/hr kVA SQFT Frames
2,893 6,371 60,666 18.70 35.63 5

SAVINGS
vp | K@ | () | (W) |BTUMr| KkVA |SQFT| Frames
% Savings | 55-45% |55:40% 62.46% | 62.06% | 47.04% | 50.00%
With 3X+ Capacity e®
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LIMITS OF SMS Storage Groups =

and ACS Routines cuane
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2% = 3390 volumes are "fixed" to a single tier

M =
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33 = To transition a volume's data to another tier
G requires ACS work, then migration and recall

= Stale datasets are treated the
same as active ones until
HSM migration

Storage Group
“SAS10”

= Performance problems need
intervention to migrate to
"higher" storage group

Storage Group
ASO07”

= Host-based volume —
movement has high overhead °e®
cost ¢ SHARE
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New! HDT Volume-provisioned
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DFSMS

Storage Groups and HDT for mainframe storage

« With HDT for Mainframe storage policies, individual policies can be
defined for volumes mapped to different storage groups

* Policies are supported based on tier ranges, analysis/migration
periods, initial tier page assignments and relocation priority
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HDT and DFSMS/HSM integration N
Example 2t 1L

Primary Space A ecater
Level 0 HEEEEEEREEEEE ——
Tier 2 — SAS 10K or SAS 15K L(;A\\/”ed
|
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HDP (Pool 2) HSM ML1 and Low-1/O Density DP Volumes Unliked |

Near-Line SAS 7.5K

HDP (Pool 3) HSM ML2 and Very Low-I/O Density DP Volumes

Unloved

External Volumes
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Hitachi Dynamic Tiering and HTSM for MF with s g
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Primary Storage Hierarchy

Tier O: ‘Hot’ data is moved to SSD, but

f \ ‘Cold’ data is never allowed below
Hot HDT Enterprise Class storage.
SSD/
Warm || Enterprise Allocate Tier 1: ‘Hot data is not allowed higher
($5%) than Enterprise Class, and ‘Cold’ data is
End-of-year FEUSIEEREREECERC] RN
Cool Transition
HDT Migration Storage Hierarchy
Cold B Enterprise Recall
/ Nearline
(%) ML2
Frigid 1 (VTS)
32 Day
Migration
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Hitachi Tiered Storage Manager for Mainframe —

Z/0S HDT management

\_

HTSM for
Mainframe

Dynamic
Tiering
Volume

Data Center

_/
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Host-based software that provides:

Centralized and unified mainframe_
management of Hitachi Dynamic Tiering

Automation

Integration with DFSMS and storage
groups

Online storage service level controls
Increase application performance
Improves problem avoidance

Single, consistent interface
Command based, script driven

ISPF interface
Auto-discovery eliminates errors
Accelerates deployment
Enables reporting and automatic
notifications
.o.
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ISPF ease of use with Point and Shoot

Command ===)>

Install Defaults Storage Policy TPG Exit

Installation Management
Set Defaults 'Defaults'
Configuration file prefix . . : VAREND.HTSM80
ISPF log max . e
Pool usage threshold . . . . @ 80 %
Capacity unit Page

Storage System List 'Storage’

{Scan>
SN

Policy CSV List 'Policy'
{Create>

AC PolicylID Status
DB2PROD
DB2TEST
Tiering Policy Group List

COMMAND Status

DB2PROD
DB2TEST

ALl Rights Reserved. Copyright (c) 2013, 2014,

Hitachi, Ltd.
Copyright (c) 28013-2014 Hitachi

Data Systems Corporation. All rights reserved.

Version 8.0.0-00
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TPG_QUERY STATISTICS Sample Output -

HTSM Mainframe Reporting S
TPG Total
SN:PoolID
*StorGrp*
Volser
Volser Prefix
0 0
B B
y 4 r4
SN53004:81 0 0
B B
y4 r4
UsedZ of Pool 4 y 4
Pool Pages 0 0
Pool GB B B
TierZ of Pool 4 4
0 0
B B
y4 r4
0 0
B B
y 4 r4
10 Jul 2013 00:07:23 **%% p i TPG_QUERY_TIERS S ful ...
u : : ction uccessfu
— — e SHARE
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HDT for Mainframe and HTSM for Mainframe s..n
Storage Benefits

Enables automation and more efficient use of storage
Data that is highly used is in high-performance storage

Lower priority jobs can be kept in lower-performing, lower-cost
storage

Improves ability to manage SLAs

High-priority jobs using more expensive, higher-performing
storage can be given it and charged accordingly

Jobs with less-demanding SLAs can use lower-cost, lower-
performance storage

Ability to manage via DFSMS storage groups
Reduced overhead of migrations to ML1
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