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Presenter
Presentation Notes
A SAN and FICON Long Distance Connectivity session focused on Fibre Channel data extension. This will be a discussion about the evolving technologies from ADVA and Brocade for long-distance I/O connectivity.
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• Who are Brocade and ADVA 

• Fundamentals of SAN and FICON FC Long Distance Connectivity 
– Mainframe Channel Cards and Long Distance Connectivity 
– MAN / WAN / SONET / SDH 
– Direct-attached storage 
– Switch-attached storage but FICON non-cascaded 
– Switch-attached storage and FICON cascaded 

• Brocade and ADVA Products 

• WDM options and benefits 
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What we will discuss today.



Brocade Communications Inc., Today 
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• Founded in 1995, currently has about 4,100 employees worldwide 

• Serves a wide range of industries and customers in more than 160 countries 

• An industry leader in providing reliable, high-performance network solutions 

• Brocade provides our users: 
– Unmatched simplicity to overcome today's complexity 
– Non-stop networking to maximize business uptime 
– Optimized applications to increase business agility and gain a competitive advantage 
– Investment protection to provide a smooth transition to new technologies while 

leveraging existing infrastructure 

•  90 percent of the Global 1000 rely on Brocade solutions 

• 38.7 million SAN switch ports shipped, 200,000+ SANs in production,         
50,000+ Brocade directors installed worldwide  

•   
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Innovative Brocade® network infrastructure solutions help the world’s leading organizations transition smoothly to a virtualized world where applications and information reside anywhere. These solutions are designed to provide a flexible IT infrastructure with unmatched simplicity, non-stop networking, application optimization, and investment protection. 
Brocade is the industry leader in data center storage networking solutions with a focus on SAN switching and management. Today, Brocade solutions are used in 90 percent of Global 1000 data centers. 
First to market with Gen 4 (8 Gbps) and Gen 5 (16 Gbps) Fibre Channel solutions 
More than 27 million Brocade SAN switch ports installed 
More than 200,000 Brocade SANs in production 
More than 50,000 Brocade directors installed 
More than 6,000 FICON® directors installed 
Hundreds of professional services consultants worldwide 
More than $300 million invested in interoperability and scalability labs 
483 patents issued worldwide and 345 patents pending 



ADVA Optical Networking Today 

We bring differentiation, quality and ease-of-use to next-generation networks 

Our MISSION  
is to be  
the trusted partner for 
innovative connectivity 
solutions that ADVANCE  
next-generation 
networks for cloud and 
mobile services. 

Our QUALITY 
TL 9000, ISO 14001 

Award-winning  
supply chain 

Our NUMBERS  
>1400 employees  

€311* million revenue 
20 years of innovation 

Our CUSTOMERS 
Hundreds of carriers 

Thousands of enterprises 

Mission Key Facts 

*2013 
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At ADVA Optical Networking® we’re creating new opportunities for tomorrow’s networks, a new vision for a connected world.  
Our intelligent telecommunications hardware, software and services have been deployed by several hundred service providers and thousands of enterprises. 
Over the past twenty years, our innovative connectivity solutions have helped to drive our customers’ networks forward, helped to drive their businesses to new levels of success.
We forge close working relationships with all our customers. As their trusted partner we ensure that we’re always ready to exceed their networking expectations.



FUNDAMENTALS OF FIBRE CHANNEL 
LONG DISTANCE CONNECTIVITY 
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Cascaded SAN or FICON refers to an implementation of Fibre Channel that involves one or more data paths to be defined between at least 2 FC directors that are connected to each other using an Inter-Switch Link (ISL). The processor interface is often connected to one director, while the storage interface is often connected to the other. This configuration is supported for both disk and tape, with multiple processors, disk subsystems and tape subsystems sharing the ISLs between the directors. Multiple ISLs between the directors are also supported.
Cascaded SAN allows for simpler infrastructure management, lowered infrastructure cost of ownership, and higher data availability. This higher data availability is important in delivering a more robust enterprise disaster recovery strategy. The benefits are further realized when the ISLs connect directors in two or more locations and/or are extended over long distances.
FICON, unlike FCP SAN, is only allowed to have a frame traverse 1-hop between a source port and a target port. A hop is a frame passing between switching devices. 



FICON: Analysis of Mainframe Channel Cards 

     FICON Express8S 
 zEC12, zBC12, z196, z114 
 2, 4 or 8 Gbps link rate 
 FICON never creates full frames 
 Buffer Credits: 

 2Gbps – 107 BCs per port 
 4Gbps – 200 BCs per port 
 8Gbps –   40 BCs per port 
 Out to 5km assuming 1K frames 
 No “Long Distance” capability 

Standard PCIe card 
Max 

CHPIDs 
320 
128 
320 
128 
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The FICON Express8S channel cards help you prepare your I/O infrastructure for the future. 
FICON Express8S (GA in 2011) continues the tradition of offering more capabilities with each new generation of FICON channel. The features were designed with the future in mind, while remembering the past, by supporting the data serving leadership of System z and enabling improved data access using High Performance FICON on System z (zHPF), as well as providing the ability to autonegotiate to the link data rates of 2 or 4 Gbps which may be required for existing infrastructures.
Allows for the consolidation of existing FICON Express, FICON Express2, FICON Express4, and FICON Express8 channels onto fewer FICON Express8S channels while maintaining and enhancing performance.
Offers performance improvements for High Performance FICON for System z (zHPF), and Fibre Channel Protocol (FCP) to ensure the zEnterprise 196 (z196) and zEnterprise 114 (z114) servers continue to allow your bandwidth to increase to meet the demands of your business applications.
Operates at 2, 4, or 8 Gbps autonegotiated.
Has a feature supporting single mode fiber optic cabling (9 micron) terminated with an LC Duplex connector - FICON Express8S 10KM LX.
Has a feature supporting multimode fiber optic cabling (50 or 62.5 micron) terminated with an LC Duplex connector - FICON Express8S SX.



Metropolitan-Area/Regional-Area Networks 
• A MAN or RAN covers a North American metropolitan area, or a small to 

medium-sized country in Europe or Asia 

• Provides an optical ring/mesh topologies with adequate back-up and protection 

• Main technologies: 
– SONET/SDH 
– OTN 
– Gigabit 
– 10-Gigabit Ethernet 
– CWDM, DWDM 

• Several LANs could be connected                                                                                        
to a single MAN 

• The graphic shows how a ring                                                                                                                   
topology might be beneficial. 
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A Metropolitan Area Network (MAN) is a large computer network that spans a metropolitan area or campus. Its geographic scope falls between a WAN and LAN. 
MANs provide Internet connectivity for LANs in a metropolitan region, and connect them to wider area networks like the Internet.
Data centers often attach to a MAN to reach a data center site or campus that is in a separate location from the main data center or campus.



Wide-Area Networks (WAN) 

• Long haul intra-city and intra-country connections  

• Typically government-regulated or in the public network environment 
– WANS originated in telephony 

•  Main technologies: SONET/SDH, OTN, WDM 
– Voice circuits vs. data packets 
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A WAN is a computer network in which the computers connected may be far apart, generally having a radius of half a mile or more.



SONET/SDH  - OTN 
• SONET (Synchronous Optical Nettworks) is the Time Division Multiplexing (TDM) 

optical network standard for North America (called SDH in the rest of the world) 
– It is the de-facto standard for fiber backhaul networks 
– WDM is usually the underlying transport structure 
– OC-1 (with a frame format of SONET STS-1) using optical fiber has: 

• A transmission speed of up to 51.84 Mbps 
– OC-12 (with a frame format of SONET STM-4) using optical fiber has: 

• A transmission speed of up to 622.08 Mbps 
– OC ranges from OC-1 up to OC-768 which has: 

• A transmission speed of up to 39.813 Gbps 

• OTN (Optical Transport Network) is the new standard for optical data transmission 
– Is the evolutionary successor of SONET/SDH technology 
– OTU-1 with a transmission speed of 2.67Gbps 
– OTU-2 with a transmission speed of 10.7Gbps 
– OTU-3 with a transmission speed of 43.0Gbps 
– OTU-2 with a transmission speed of 111.8Gbps 
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 STS = Synchronous Transport Signal
 Early (copper) digital networks were asynchronous with individual clocks resulting in high bit errors and non-scalable multiplexing 
 Fiber optic technology made highly Synchronous Optical Networks (SONET) possible.
 SONET standardized line rates, coding schemes, bit-rate hierarchies and maintenance functionality 
 OTN (Optical Transport Network) ITU G.709 is a Standard for optical Transport with embedded functions like FEC, OTU Switching etc. and used for next gen optical networks (could be seen as a successor for SDH/SONET structures)



Storage: Direct attached 

• Data storage connected directly to a server or workshop through Host Bus 
Adapter (HBA), there is no network between storage and host servers 

Server A 

Ethernet 

Storage 

Storage 

Server B 

Server C 

Server D 

DAS 

DAS 
SCSI 

SCSI 

Storage 

DAS 
FICON 

or 
FCP 
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Greg Schultz, founder and senior analyst with StorageI/O, defines Direct Attached Storage like this:
The fundamental aspect of DAS is that it is data storage directly attached to a server in some shape or form. Think of it this way: It is not networked. In other words, it is not using a storage area network (SAN), network-attached storage (NAS), Ethernet or Fibre Channel switches. The storage is directly connected to a server.
There are different shades, flavors and facets of DAS. There is an individual disk drive in a server, there is in an individual disk drive in a computer and there is a group of drives that can be internal to a server. There can also be a group of drives that are external to a server, but are directly attached; most commonly via parallel SCSI, Serial ATA (SATA), ATA, IDE in the past and on a go-forward basis with serial-attached SCSI (SAS).
DAS can be either internal to a server or it can be external. In the case of the external, it is dedicated and not SAN or NAS attached.




Storage: Direct attached <10km 

• Scalability ?   
• Management ?   
• Link Utilization ?  
• Long Distance ?   
 

Coupling 
FICON/FC 
PPRC 
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Shortcomings of DAS:
Larger businesses that require several servers to store data need a more robust solution. 
Scalability: A key disadvantage of DAS storage is its limited scalability. A Host Bus Adaptor or CHPID can only support a limited number of drives. For environments with stringent up-time requirements, or for environments with rapidly increasing storage requirements, DAS is usually not the right choice. 
Management: With DAS storage architecture, clients must connect directly to the server that contains the storage in order to access the data. If the server should be down for maintenance, installation of new hardware or application of operating system patches, or if it becomes infected with viruses, clients would not be able to access shared data. 
Link Utilization: One link from an HBA or CHPID can access only one storage port which severely limits how customers can optimize a link’s full capabilities and bandwidth.
Long Distance: Distance is limited to the number of buffer credits provided by the HBA/CHPID, the type of cable being deployed and the optical transceiver in the port that is pushing the signal. Usually, distance between server and storage is 10km or less at best.




Private Enterprise Networks 

  Metro   Core 

Data Center Connectivity 
Low-Latency Networks 
Video Networks 
 

Carrier Infrastructure 

Broadband Backhaul 
Metro Networks 
Long Haul 

WDM transport – The big picture 
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Carrier Infrastructure:
The continuously increasing demand for next-generation broadband services in support of new residential and business applications is driving heavy investment in evolving first-mile access technologies. Across all media on copper, coaxial cable, fiber or radio access, new technologies are being quickly adopted to gain competitive advantage in terms of bandwidth to the end user. To remain competitive and profitable, service providers need cost-effective and scalable second-mile transport network solutions, enabling flexible backhaul of broadband services from access aggregation sites to the service edge. Application transparency and resiliency are key requirements for next-generation solutions. And with the growing amount of bandwidth and service intelligence, special attention must be drawn to operational simplicity.

Private Enterprise Networks:
ADVA provides a multi-service metro and regional transport platform supporting optical access for private enterprise networks over dark fiber. As a WDM system, it offers up to 192 protected wavelengths carried over various topologies.
First to market with innovation (e.g. 16G FC, InfiniBand, 100G Metro, on the fly encryption for 100G) 
Faster with partner qualifications (e.g. IBM, Brocade) – short development cycles 
Lowest latency for trading infrastructure; integrated security options (encryption) 



Wavelength Division Multiplexing (WDM) 

 Multiple channels of information carried over the same fibre, each using an 
individual wavelength 

 Attractive multiplexing technique 
 High aggregate bit rate without high speed electronics or modulation  
 Low dispersion penalty for aggregate bit rate 
 Very useful for upgrades to installed fibres 
 Commonly used for distances up to 3000km 

 Loss, crosstalk and non-linear effects are potential problems  

Wavelength 
Division 

Multiplexer 

Wavelength 
Division        

De-multiplexer 
λ1 A 
λ2 
λ3 

B 

C 

λ1 X 
λ2 
λ3 

Y 

Z 
λ1 + λ2 + λ3 

Fibre 
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Each application is allocated to a dedicated color (wavelength) to communicate with a remote station. The advantage is that different colors can be simultaneously transmitted using one pair of fiber. For this purpose a multiplexer combines all different colors which will then be transmitted to the remote station over one pair of fiber. 
At the remote site the combined signal is separated again into different colors by a de-multiplexer. Generally only one light beam with one wavelength is transferred over a pair of fiber. 
The wavelength multiplexing technology provides the ability to transmit more light beams, each having different wavelengths, using the same optical link. Due to the fact that wavelengths do not interfere, single light beams can be separated from each other using simple filters. A laser serves as the source of light and light-sensitive diode as receiver unit.
Wavelength Division Multiplexing (DWM) provides for  parallel transmission of number of wavelengths (λ) over a fiber. 



• Two WDM flavors available 
– CWDM (Coarse WDM) 

• Up to 16 optical lambdas max 
• Cheaper than DWDM 
• No amplification, optical switching (80km max) 

– DWDM (Dense WDM) 
• Up to 192 optical lambdas 
• Up to thousands of kilometers 
• Lambda switching, 100G, advanced features 
• DWDM is qualified for System Z only 

 

Wavelength Division Multiplexing 
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Two flavors: 
Coarse WDM (CWDM) 
Wider channel spacing - 20nm (2.5THz grid) -> usually 8-16 λ
The technology of choice for cost efficiently transporting large amounts of data traffic in telecoms or enterprise networks. Optical networking and especially the use of CWDM technology has proven to be the most cost efficient way of addressing this requirement.
Dense WDM (DWDM) 
Narrow channel spacing - e.g. 0.4nm (50GHz grid) -> up to 192 λ
This is a fiber-optic transmission technique that employs light wavelengths to transmit data parallel-by-bit or serial-by-character.  



Basic WDM scheme 
Optical Layer 
Components 

MUX xPDR 
xPDR 
xPDR 
xPDR 
xPDR 
xPDR 

Transponders Switch/Router 
Server/Disk 

End device that connects to 
other side 

“Grey”interface on WDM 
system 

WDM wavelength 
up to 192 

Dark fiber 

Mux/Transponder card 
converts “Grey” to WDM 

wavelength 

EDFA 

WDM MUX combines 
wavelengths onto fiber 

Optical amplifier 
(optional) 
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The WDM technique corresponds to the scheme in which the capacity of a lightwave system is enhanced by employing multiple optical carriers at different wavelengths. 
Each carrier is modulated independently using different electrical bit streams that are transmitted over the same fiber (dark fiber). 
The output of several transmitters is combined using an optical device known as a multiplexer. 
The multiplexed signal is launched into the fiber link for transmission to its destination, where a "demultiplexer" separates individual channels and sends each channel to its own receiver. 
The implementation of such a WDM scheme required the development of many new components such as multiplexers, demultiplexers, and optical filters, all of which became available commercially during the 1990s.



Storage: Direct attached with WDM <10km 

• Scalability ?   
• Management ?   
• Link Utilization ?  
• Long Distance ?   

Coupling 
FICON/FC 
PPRC 

WDM WDM 
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DAS using WDM:
Scalability: The continued explosion in bandwidth demand combined with growing expectations to access data-intensive applications wherever you are and with the lowest latency possible is rapidly changing our global networks. To ensure continued profitability, it is vital that networks are built on a scalable optical foundation that can grow with changing business demands. WDM is used to increase bandwidth over existing fiber networks. WDM works by combining and transmitting multiple signals simultaneously at different wavelengths on the same fiber. The technology creates multiple virtual fibers, thus multiplying the capacity of the physical medium. 
Management: The ADVA network management suite is built to reduce complexity, and ultimately the cost of network operations. ADVA provides a unified platform for network operations that empowers service providers and enterprises to holistically and cost-effectively ensure availability and high quality for their services and applications. 
Link Utilization: As before, one link from an HBA or CHPID can access only one storage port which severely limits how customers can optimize a link’s full capabilities and bandwidth.
Long Distance: Distance is limited to the number of buffer credits provided by the HBA/CHPID, the type of cable being deployed and the optical transceiver in the port that is pushing the signal. Even with DWM, distance between server and storage is 10km or less at best. 4Gbps was the last interface that provided buffer credits to be allocated by the WDM box. So, today at higher transmission speeds, WDM is reliant upon the buffer credits and optics deployed by the host and storage which typically reduces distance.



Storage: Switch attached 
• A dedicated data storage network which can be accessed by multiple servers 

LAN SAN 

Server A 

Server B 

Client 

Client 

Data Command 

Storage 

Storage 

Switch 

Director 
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Storage Area Networks (SAN):
Consists of one or more arrays of storage and/or tape that are shared between multiple servers. 
SAN removes the storage from behind the servers and centralizes it over a high-speed, scalable storage network.
While arguably, all networked storage could be considered a Storage Area Network, for the purposes of this discussion we will constrain ourselves to purpose built storage network environments based on Fibre Channel.
In the early days of SAN, the primary driver was the “race to sunrise”. The desire to complete the backup of the application data in the night time “offline” window.  In the modern datacenter, it becomes even more critical to take the backup traffic (backup traffic is the data equivalent of a freight train in comparison to the client server passenger cars and panel vans) off of the front side client server network. Why? Because in an internet driven/cloud driven world, when is the offline/nighttime window? There is no good time to mix the traffic types and their respective demands in a single environment.
One of the many expectations of the “cloud based” architectures; or even just highly virtualized infrastructures, is the ability to migrate any application to any platform. How then do we know in advance which storage platforms need to be presented to which servers? How do we migrate without outage from one storage platform to another (whether between products from the same supplier or between suppliers) if cables are directly attached to the server? If the next purchase decision changes vendors how do you keep from being locked in? If you have a high performance/ high data generating key application, how do you scale capacity to the application without downtime?
In the previously mentioned “race to sunrise” one of the big advantages of SAN technology is the low overhead on the server and the high performance. Low overhead on the server because the functional equivalent of the 1.5K Ethernet packet is NOT the 2K Fibre Channel frame; but rather it is the Fibre Channel sequence of up to 64,000 FC frames or 128MB of data capable of being transferred between CPU interrupts. 9K jumbo frames help the issue but are insufficient and not necessarily supported across the entire network. 10GbE or 40GbE does not solve the issue either. It is not the cross-sectional area of the pipe that is the issue, but rather the overhead of the protocol involved. Think of it this way, if I give you 20,000 sheets of paper to hand through a window to somebody. Whether I have you hand them through a 2 square meter window or a 20 square meter window doesn’t matter if you are only allowed to pass either 1 or 9 sheets at a time. But if I allow you to pass up to 64,000 sheets of paper in a single transfer, THAT alters the situation. It is in part these efficiencies that drove so many customers to move to a SAN based backup. This, along with support for 3rd party copy engines that could back up the storage directly from the arrays without overhead from the application server made significant improvements.
Low latency and high performance are synonymous with SAN. It is not to say that TCP based networks can not perform. But TCP was written to provide reliable delivery of data in an unreliable physical network. It was never written to do so in a time deterministic fashion. The data will definitely get there, we just can’t tell you when. FC SAN environments are purpose built to provide performance delivery of data in a deterministic and lossless fashion. The buffer to buffer credit mechanism insures that no data is forwarded on a link without an explicit indicator that space is available to take the data. So the percentage of retransmits is dramatically smaller than in a traditional TCP/IP based network.
One of the other big drivers to the SAN market is the need to secure data. Within the datacenter the SAN Fabric allows you to easily replicate between arrays; so that you have an immediate local backup in case of an array failure. But you can also use a SAN extension at distances of hundreds of meters to hundreds of kilometers to provide a performance synchronous or asynchronous copy of the data to an offsite facility.




Storage: Switched but non-cascaded <10km  

• Scalability ?   
• Management ?   
• Link Utilization ?  
• Long Distance ?  
 

Coupling 
FICON/FC 
PPRC 
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Architectures from bus and tag and ESCON days – and even early FICON days – often attempted to connect data centers together using additional CHPIDs and storage ports. This was pretty wasteful of hardware resources
Scalability: It did not scale very well. Users would have to add more ports and cables to host and storage to drive more scalability.
Management: Although switches were deployed, with all of the extra ports and cables management was still labor intensive and difficult.
Link Utilization: Switches made this better since they could multiplex a link between many other ports. But across the chasm of distance, performance and bandwidth were still at the mercy of the optics and buffer credits at the host or storage.
Long Distance: Restricted by the intensity of the optics, type of cable and buffer credits deployed, typically not more that 10km of distance capability.



Non-Cascaded FICON Environment 
Geographically Dispersed Data Center Connections 

FICON 
Directors 

DASD 
Array 

Tape 
Tape Library 

DASD 
Array 

Tape 
Tape Library 

FICON 
Directors 

Many F_Port Links 
Complex Management 

Site 1 Site 2 

FICON 
Switch 

FICON 
Switch 
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Initially, the FICON (FC-SB-2) architecture did not allow the connection of multiple FICON directors. (Neither did ESCON except when static connections of “chained” ESCON directors were used to extend ESCON distances.) Both ESCON and FICON defined a single byte for the link address, the link address being the port attached to “this” director.
As can be seen above, all hosts have access to all of the disk and tape subsystems at both locations. The host channels at one location are extended to the Brocade FICON platforms at the other location to allow for cross-site storage access. 
But if each line represents two FICON channels, then this configuration would need a total of 16 extended links; and these links would be utilized only to the extent that the host has activity to the remote devices. 
Distance is limited by the strength of the optics, the type of cabling used and the buffer credits assigned to the connecting F_Port links.
Since FICON Express8 and FICON Express8S CHPIDs are limited to a maximum of 40 buffer credits, the distance is probably no more than 4 or 5km since FICON never fills up a frame.




Storage: Switched non-cascaded with WDM 

• Scalability ?   
• Management ?   
• Link Utilization ?  
• Long Distance ?   

Coupling 
FICON/FC 
PPRC 
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FICON, like most technological advancements, evolved from the limitations of its predecessor—the IBM Enterprise System Connection (ESCON) protocol—a successful storage network protocol for mainframe systems considered the parent of the modern SAN. IBM Fiber Connection (FICON) was initially developed to address the limitations of the ESCON protocol. In particular, FICON addresses ESCON addressing, bandwidth and distance limitations.
FICON has evolved rapidly since the initial FICON bridge mode (FCV) implementations came to the data center, from FCV to single director FICON Native (FC) implementations, to configurations that intermix Fibre Channel (FC) and open systems Fibre Channel (FCP), and to cascaded fabrics of FICON directors. 
Scalability: Brocade’s switch family is designed to support ultra-scalability and enterprise level availability and performance, as well as compatibility between generations.
Management: SAN/FICON cascading provides for better infrastructure management. Fewer intra-site cables translate into decreased cabling hardware and management costs. Control Unit Port (CUP) can be used to provide in-band management of switch resources. WDM appears to be transparent on the data path which translates into less management required to optimize these long distance connections.
Link Utilization: An active WDM access network provides high utilization of the wavelength channels and in return reduces the fiber costs. 
Long Distance: Restricted by the intensity of the optics, type of cable and buffer credits deployed, typically not more that 10km of distance capability.



Cascaded FICON Environment 
Geographically Dispersed Data Center Connections 

Fewer F_Port Links 
Easier Management 

FICON 
Directors 

DASD 
Array 

Tape 
Tape Library 

DASD 
Array 

Tape 
Tape Library 

FICON 
Directors 

Site 1 Site 2 

FICON 
Switch 

FICON 
Switch 
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The most obvious benefit of cascaded versus non-cascaded is the reduction in the number of links across the Wide Area Network (WAN). As can be seen above, the user has deployed a cascaded, two-site FICON environment. 
In this configuration, if each line represents two channels, only 4 extended links are required. Since FICON is a packet-switched protocol (versus the circuit-switched ESCON protocol), multiple devices can share the ISLs, and multiple I/Os can be processed across the ISLs at the same time. This allows for the reduction of number of links between sites and allows for more efficient utilization of the links in place. In addition, ISLs can be added as the environment grows and traffic patterns dictate. 
FICON Cascading provides:
Efficient cross-site connectivity
Less fiber cabling
Lower cost of ownership



Storage: Switched – cascaded >10km 

• Scalability ?   
• Management ?   
• Link Utilization ?  
• Long Distance ?  
 

Coupling 
FICON/FC 
PPRC 
ISL’s 
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FICON support of cascaded directors is available and has been supported on the IBM System z since 2003.
Cascaded FICON allows a FICON Native (FC) channel or a FICON CTC channel to connect a System z server to another similar server or peripheral device such as disk, tape library, or printer via two Brocade FICON directors or switches. 
A FICON channel in FICON Native mode connects one or more processor images to an FC link, which connects to the first FICON director, then dynamically through the first director to one or more ports, and from there to a second cascaded FICON director. From the second director there are Fibre Channel links to FICON Control Unit (CU) ports on attached devices. 
These FICON directors can be geographically separate, providing greater flexibility and fiber cost savings. All FICON directors connected together in a cascaded FICON architecture must be from the same vend or (such as Brocade).
Support by IBM today is limited to a single hop between cascaded FICON directors; however, the directors can be configured in a hub-star architecture with up to 24 directors in the fabric.
Scalability: Brocade’s switch family is designed to support ultra-scalability and enterprise level availability and performance, as well as compatibility between generations. Deployment of ISLs is dependent upon the amount of bandwidth that must be carried across the distance between locations. Each ISL link can be 8G, 10G or 16Gbps and there can be as many ISLs used as required. BUT, one must add additional ISL links to provide any additional bandwidth.
Management: SAN/FICON cascading provides for good infrastructure management. Fewer intra-site cables translate into decreased cabling hardware and management costs. Control Unit Port (CUP) can be used to provide in-band management of switch resources. WDM appears to be transparent on the data path which translates into less management required to optimize these long distance connections.
Link Utilization: I/O load sharing can be accomplished through a mixture of hardware trunking and frame routing techniques. Although all of the ISLs will not carry an identical workload, it will be pretty well balanced. 
Long Distance: Restricted to about 25km using ELWL optics and possibly up to 50km or more using CWDM optics, supported distance between sites is not very long.




Storage: Switched – cascaded with WDM >10km 

• Scalability ?   
• Management ?   
• Link Utilization ?  
• Long Distance?  
 

Coupling 
FICON/FC 
PPRC 
ISL’s 
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ISL links can connect switches in a metropolitan area using Wavelength Division Multiplexing equipment or dark (unused) fiber. WDM and dark fiber are considered direct connections.
Typical SAN extension technologies build a single Fibre Channel fabric between two remote locations. The resulting long-distance (stretched E_Port) connection may be a direct, native Fibre Channel link (through WDM equipment or dark fiber) or an FCIP link.
Optical networks consist of fibers transmitting laser-generated flashes of light, and more information is transmitted by increasing the number of flashes per second (increasing the bit-rate). Using multiple lasers to simultaneously transmit different colors (wavelengths) of light also increases the capacity of optical fibers. Assigning laser light to designated frequencies, multiplexing (combining) the result to one signal, and transmitting the signal one fiber is called wavelength division multiplexing. At the receiving end, combined wavelengths are separated (demultiplexed). Each wavelength requires a discrete detector to convert light pulses to useful information.
WDM provides high bandwidth, low latency, and transparency to SAN protocols and allows transmission of e-mail, voice, video, multimedia, and digital data over native FCP or FICON links. 
Scalability: ISL connections utilizing WDM are well suited as an extension technology for remote data replication (RDR) and disk/tape applications over metropolitan distances up to the vendor supported distance (100-300 km). 
Management: WDM appears to be transparent on the data path which translates into less management required to optimize these long distance connections. Eliminating intra-site cables translates into decreased cabling hardware and management costs. Control Unit Port (CUP) on the FC switches can be used to provide in-band management of switch resources. 
Link Utilization: WDM technology does not increase the transmission distance provided by repeated dark fiber. However, WDM significantly increases the available bandwidth.
Long Distance: IBM typically uses GDPS as its guideline for qualifying WDM, probably because it provides very strict deployment rules. Depending upon vendor, features and speed, from 100km to 300km of distance can be supported for WDM. A user should check with each storage vendor that is attached to a DWDM device in order to stay within their support guidelines. For example:
For SRDF/S the EMC stated support for DWDM is 200km.
It has been said that EMC will supported up to 500km, under specific conditions, using DWDM devices.
If EMC storage users need more than 200km synchronous I/O but less than 300km (per the IBM limit), users would use the EMC RPQ process.





Brocade Gen 5 6510 Switch 
Front view 

48 Fibre Channel ports 

● 48×16/10/8/4/2 Gbps Fibre Channel ports 
● System Ethernet port (RJ45) for out-of-band management 
● System RS232 console port (RJ45) 
● USB port for firmware upgrades and system log downloads 
● Switch ID pull-out tab containing serial number and MAC address 
● Small footprint (1U and less than 18 inches deep) for flexible deployments 

Out-of-band 
management port 

USB port 

Console port Switch ID 

1U 
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The Brocade 6510 is a 48-port, high-performance, enterprise-class switch that meets the demands of highly virtualized and private cloud storage environments by delivering market-leading Gen 5 Fibre Channel technology. 
The Brocade 6510 Switch provides maximum flexibility, simplicity, and reliability in an efficiently designed 1U package.



Brocade Gen 5 8510 Director 
Up to 384 ports with 1:1 subscription at 8 Gbps 
– FICON: 256 ports 1.0:1 at 16 Gbps  (z/OS limitation) 
– FCP:     384 ports 1.0:1 at 16 Gbps using local switching 

Aggregate Bandwidth: 
– 4 Tbps per chassis for central switching 

– 256 user ports * 16 Gb = 4 Tbps/chassis 

512 Gbps data rate bandwidth per connectivity slot 

12-slot card cage: 
– 8 port and/or special purpose blades (e.g. FCIP) 
– 2 control processor blades 
– 2 core routing blades 

Buffer Credits 
– 8,000 per 16-port group on 32-port blades 

16Gbps blades are interchangeable between the 
8510-4 and 8510-8 

Brocade-branded Optics 
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8510-4 
8510-8 
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Brocade DCX 8510 Backbones with Gen 5 Fibre Channel are the industry's most reliable, scalable, and high-performance Gen 5 Fibre Channel switching infrastructure for mission-critical storage. 
They are designed to unleash the full potential of high-density server virtualization, cloud architectures, and flash storage.



ADVA FSP 3000 
• State of the art 1G-100G transport platform 

• Up to 192 optical channel/19.2Tbps per fiber pair 

• Qualified with all SAN/Storage vendors and 
applications 

• Physical Layer inspection vie optical line 
monitoring and build in OTDR 

• Dedicated modules especially for datacenter 
connectivity 

• Ultra low latency (down to 5ns) per link 

• Less than 1W per Gbit transport 

• Full support of all Brocade features over distance  
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The Building Block for Today’s Bandwidth Demands:
The ADVA FSP 3000 is a scalable optical transport solution designed to respond to today’s exploding bandwidth demands. Whether you’re a service provider or an enterprise, the modular design of our FSP 3000 ensures your networks are built on a flexible WDM foundation. The FSP 3000 represents Optical+Ethernet provisioning for seamless end-to-end connectivity from the access to the metro and on to long haul. 
The FSP 3000 can securely transport data across greater distances than ever before.

Data When You Need It, Where You Need It:
Built to your specific business needs and networking demands, our FSP 3000 can securely transport data across greater distances than ever before. Incorporating the latest multi-degree ROADM technology, our FSP 3000 is embedded with our multi-layer RAYcontrol™ GMPLS Control Plane software. This combination results in true network automation, dynamic routing and self-learning, simplifying network operations and providing new revenue opportunities.

The Box That’s Redefining Optical Transport:
The FSP 3000 is engineered to drive energy-efficiency throughout your network. Incorporating high-density 10Gbit/s, 40Gbit/s and 100Gbit/s transponders with and without multiplexing capability, we reduce space and energy costs by up to 50%. Bandwidth optimization is at the core of our FSP 3000, ensuring maximum utilization for high-bandwidth applications. In combination with our market-leading low-latency performance and security features, the FSP 3000 is the ideal solution for optical data center interconnection.





• Long distance trunking over WDM System 

• 1000+ 16G FC; 2000 8G FC ports per WDM System 

• Physical Layer inspection and WDM failover for System z connectivity 

• Encryption on Brocade and or ADVA WDM possible 

• WDM Encryption fro Ethernet/FC/FICON/Coupling up to 100G 

Brocade and ADVA for System z  
The best of two worlds 
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ADVA Optical, a global provider of Optical+Ethernet transport solutions and Brocade, the leader in high performance networking, application delivery and storage connectivity solutions partner to provide of best-of-breed solutions to customers.
ADVA Optical Networking is qualified by BROCADE of being capable of deploying 16Gbit/s FC over distance. Before installation, ADVA Optical Networking and BROCADE extensively tested the 16Gbit/s FC solution in its laboratories, ensuring that it could operate over large distances and that it is compatible with 16-, 8-, 10-, 4-, 2- and 1Gbit/s FC interfaces and a range of industry switches, including Brocade's 16Gbit/s SAN switch. This comprehensive compatibility ensures that enterprises can deploy all FC interfaces in the same network without additional capital expenses.
ADVA Optical Networking was the first in the networking industry to achieve Brocade qualification on its Gen 5, 16 Gbps Fibre Channel (FC) card. Following completion of interoperability testing as part of Brocade's Gen 5 Fibre Channel program, the ADVA 16Gbit/s capable FC cards (4WCE/16G/ 10TCE-100G AES) will be key components for enterprises seeking to evolve their high-density server virtualization, cloud architectures and storage applications. The cards are generally available and hves already been deployed by a number of financial organizations.



A real world example  

Site A Site B 

• 10 x 8G FC for PPRC 
• 10 x 8G FICON over distance (each Host site to each disk side) 
•  4 x Parallel Sysplex InfiniBand  (PSIFB) for Coupling 
• Only one link used for calcualtions  

10km 
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So far to the Theory, let have a bit of a deeper insight, let’s look at facts and numbers
A typical long distance scenario consists of:
2 completely Independent DWDM systems (different rooms/buildings)
4 Core directors/switches for long distance
2 pairs of fiber running on diverse routes


Fiber Cost is estimated with USD 600 per Fiber pair per km per year





Different models (one link) vs long distance fiber need  
– Direct :      34 x Singlemode cables 
– Direct w/ WDM:    1 Singlemode cable, 34 WDM links 
– Switched:     34 x Singlemode cables 
– Switched w/ WDM:   1 Singlemode cable, 34 WDM links 

– Cascaded      10 x Singlemode long dist. Cables (16G ISL’s) +  
      4 WDM links 

– Cascaded  w/ WDM:   1 Singlemode cable, 14 WDM links 
 

– Fiber Cost estimated USD 600 per fiber pair, per km and per year 
– With cascaded directors, the long distance connection bandwidth was reduced from 

30 x 8G to 10 x 16G due to  better link utilization using 16G ISL’s and trunking 

Model comparision 
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With this example, 10km fiber will be used, the calculation is made only for half a link, so one site of the 
The services to transport:
10 x 8G for Disk to Disk PPRC
10 x 8G Host 1 to Disk 2
10 x 8G Host 2 to Disk 1
4 x PSIFB Host 1 to Host2

= 34 Fiber optic links

For direct connections, each service – independent of speed- requires a fiber pair.
WDM reduces the Fiber need to one pair of optical fibers

Using 16G instead of 8G in combination with trunking will further reduce the bandwidth needed between sites
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Opex is highest for all non WDM based scenarios due to the huge fiber rent (all Opex are 5years values)

Capex differs with WDM needs 
For the same bandwidth between 2 sites, 
Building the connection using  16G links it will be  ~60% - 70% compared to building the WDM with 8G links 
This is due to higher density and less optics needed
Also less director ports  and cheaper optics being used which is not taken into account here



WDM Connectivity cost versus ISL Speed  
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4G ISL 8G ISL 16G ISL

WDM Capex 
• 10 x 8G FC/FICON/ISL connectivity 

over a 50km WDM link 

• WDM HW only 

• + additional savings on FC director 
ports 

• + better bandwidth utilization on 
16G ISL’s 

• + more upgrade capacity on WDM 
and FC director 
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A fixed bandwidth (10x8G) for a 50km transport

For WDM, the money is always within the optical components.
The cheapest cost per bit within an WDM system is between 10G and 100G depending on the transport technology.

Thus 8G and less always gives you a higher WDM cost.
Even using 100G Cards for 8 or 16G is nowadays much cheaper than 4G links




• WDM should not be seen separately, it is part of the SAN/MF 
architecture to achieve best performance 

• Cascaded directors is the #1 choice for longer distances, better 
performance/utilization 

• ISL’s should be used at the highest speed possible regardless the 
local connection speed 

 
• See more on IBM Redbook SG248047:  

– System z End-to-End Extended Distance Guide 
 

Conclusion 
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5 = “Aw shucks. Thanks!” 
4 = “Mighty kind of you!” 
3 = “Glad you enjoyed this!” 
2 = “A Few Good Nuggets!” 
1 = “You Got a Nice Nap!” 

Our `Reaction! 
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Thank you for attending our session today!
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