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Agenda

• Recent Customer Cases

– Oracle RAT Replay Test Customer Case

– Oracle with Golden Gate Customer Case 

• Oracle 12c Testing & New Features

• Q & A  
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Customer Case 1: 

• Running Oracle with Linux on System z since 2010.

• Moving new workloads to Linux on System z.

• Encountered some unique performance challenges with one new 
Application. 

• New to Oracle Real Application Clusters (RAC) and Oracle Real 
Application Testing (RAT),
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The Problem….

6

Testing new workload  with Linux on System z,  higher than expected 
CPU observed in testing.

Source non System z – 4 cpu cores no RAC Target System z – 1 cpu core w/ RAC
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Perform Oracle Health Check

Asked to do an Oracle Health Check:

� Apply Oracle 11.2.0.4 with PSU 2 (11.2.0.4.2) to grid and then DB HOME (Standard Answer)

� set filesystemio_options=‘setall’ if db files on a file system (non RAC)

� For highly transactional Oracle RAC databases consider using 4K block size

– Cannot use database replay in this case

– 4K block region– small indexes and sequences

� For Oracle RAC databases – suggest creating a “service” for distinct workloads

� Try Oracle sequence caching, pre fetch 1000+ sequences (noorder) on each RAC Cluster node

� Tune SQL & Investigate index compression (pctfree 0) for queries with block contention.

SQL Ordered by Gets of AWR Report:
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After Getting Some Data….Some Initial Recommendations…
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(1) Turn REORDER (VM)  off for Large Virtual Memory Oracle Linux guests.  
• Reorder can delay the guest for approximately 1seconds per 8g.  
• Recommend turn REORDER off for any Oracle guest 8G or greater.
• Upgrade to z/VM 6.3 (which has re-order  turned off automatically)

(2) Oracle Support Recommended -> turn off ASLR ( System z Linux kernel parameter – Address Space 
• ASLR Linux feature is enabled and it is recommended to disable it by setting 

kernel.randomize_va_space = 0. 
• For it add/modify this parameter in /etc/sysctl.conf     kernel.randomize_va_space=0 

(3) Increase virtual memory from 8GB to 10GB on each guest 
• Observed some Linux swap when running on just one Linux guest

(4) Implement HugePages for better memory management.  
• kernel parameter change, and re-start Oracle instances)
• Reduces the # of pages the kernel must manage and makes the system more efficient

(5) Increase Linux guests from 1 virtual CP to 2 virtual CPs
• Increase share so it can use 2 IFL's if it needs the resources. 
• Objective is to get the workload to run; then scale back after we get the a successful run.

(6) Run the workload in a non RAC environment to tune, then implement with Oracle RAC
• Once we get the workload to run, implement the desired 2-node environment to provide the high 

availability.
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Resolution Steps
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Adjusting # of Virtual IFLs from 1 -> 2 reduced Oracle concurrency and overall cpu load

Linux on System z – 2 virtual cpu non RAC Oracle Parm with 1 Virtual IFL

Oracle Parm with 2 Virtual IFL’s

• An Oracle latch helps prevent two processes from simultaneously updating the 

same area of the SGA. Oracle spin_count parameter is based on # of cpus. 
_spin_count will wait x# of cpu cycles per Oracle process that has to wait 
for a latch that is busy. 
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Recommended Testing Methodologies
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� Oracle Real Application Testing (RAT) 

� Compare DB Time’s good stat to compare

� LOBs sometimes an Issue.

� Licensed product (may be able to get trial)

� Potential downtime (to get good backup)

� Batch Job or SQL comparison scripts

� Use user wall clock time to compare

� Can test generate typical production load?

� Mercury Load runner or IBM Rational (Application 
Load Generators)

� Licensable products

� Scripting necessary (sequences)

� Can scripts generate/mimic production 
workload?
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Oracle Real Application Testing
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• Helps resolve the Issue of having the Application Team setup (multiple hours) and test 

each test run.

• Allows the capability to “capture” a production or test workload and replay in test with 
various configurations.
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Test 1 – Get Oracle RAT Working
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Test 1 Initial Test Configuration:

• Set up RAT (Real Application Testing) workload client drivers on another Linux 
server (e.g. RMAN server)

• Increase 1 -> 2 virtual cpus on the Oracle (non RAC) Linux guest
• Applied  Oracle RAT patch (13947480) to 11.2.0.3 target system to get it working

Summary: System z Linux DB Time was 5.28 times (DB Time)  better than original test 
environment.
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Test 2 – Resource Tuning

13

Test 2 - Performance Tuning Single Node Test
• logoff  non essential non-prod guests

• Striped database file system

• dedicated IFLs to the Linux guest (to help isolate/make more reproducible in 
Shared environment)

Summary: System z Linux DB Time was 4.09 times better than current environment  
(slightly slower with tuning � ).
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Test 3 – Test workload with Oracle RAC

14

Test 3 RAC environment, 
• configure IFL's to be dedicated to each guest (rac1 & rac2)

• Applied RAT patch to 11.2.0.3 Oracle RAC guests

• Set up and ran the Replay of the workload on the RAC guests
• Oracle workload balanced to both nodes in the cluster

Summary:        System z DB Time was 3.95 times better than current environment.
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Test 4 – Test Oracle RAC  with DB Service for Contention
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Test 4 Oracle RAC environment with DB service
• see if localizing workload to one node will help (i.e. address contention issues 

running RAC)

Summary: System z DB Time is 3.23 times better than test environment. Slight 

degradation from load balanced test (due top concurrency and spin_count NOT Oracle 

RAC).
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Oracle RAT Testing Summary
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- Testing showed having a minimum 2 Virtual IFL’s reduced concurrency.

- Over allocating resources/dedicating IFLs did not help this particular workload.

- Using Oracle service to funnel transactions to one member of RAC node did not help for 

this workload.

- Oracle 11.2.0.3 -> 11.2.0.4 RAT replay test did not complete.

Test DB Time (seconds) x Improvement

Baseline (non System z) 36919

Single Node (2 Virtuals) 6989 5.28x

Single Node (2 dedicated IFLs

/ disk striping)

9020 4.09x

RAC 2 node (2 dedicated IFLs 

each node – rac1 & rac2)

9344 3.95x

RAC 2 node (with Service) 11416 3.23x



Customer Experience Case 2:

• Customer asked us to size an application running IBM WebSphere (WAS), 
Oracle Database with Oracle GoldenGate replication (help desk & reporting)

• AWR for Oracle , WAS (heap & garbage collector size) to size memory.

• Linux sar data gathered for peak workload days.

• Gathered existing source system server model and number of cores 
(processor speed not given initially)

• Sizing tools used a Java light and database workload model.

• Conducted a POC to validate the configuration.
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Original Sizing Estimate:

Source: Oracle Federal Acquisition Price List
18

Current System Configuration:

Current System to IFLs with Incorrect Model & Server Utilizations

Rough Sizing Initially Estimated 14-16 IFLs …
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POC Results Summary

• Alternate topologies (2 and 4 nodes) were used to show vertical scalability with 

Linux on System z.

• Throughput per IFL remained relatively constant (8.x) in the alternative topologies

• Workload mix used for all test cases were the same including batch scheduling 

jobs, replication etc.

• No lag in replication was observed unlike in current production

• Application ported with NO Code changes or issues.
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� Significant reduction in number of cores on System z to run 

Oracle Database  

Application Showed Linear Growth as Capacity Increased
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New Sizing Tool Calculations:

Source: Oracle Federal Acquisition Price List
21

Current System Configuration:

Current System to IFLs with Correct Model, CPU types, and Utilizations: 

New estimate 32 IFLs when data recalculated based on correct workload
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Customer Case 2 Summary 

� Large reduction in software costs with new environment.

� Enhanced scalability to support:

– New Features / functionality

– Increase in user demand

– Supported cloud consumption model – have resources available when needed.

� When sizing existing workloads it’s important to:

– gather accurate system utilization percentages

– Gather both make and model of server (Ghz)

– Apply the correct workload model (Oracle Golden Gate mixed workload

– Understand concurrent peaks of all systems being sized.

– Consider growth of database in both size & increased transactions and new functionality.

– Understand storage being utilized (ECKD DASD, FCP SCSI, Flash)

– Always validate the model with a POC / and performance testing.

22
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12c Database Cloud Architectures 

12c Multitenant Pluggable DB
• Share container database 

• Integrates with Real Application Clusters

Database Cloud

OS OS

CDB

CRS Cluster 

ERP DWSales

Storage Pool

PDB PDB PDB

11gR2 Schema Cloud Model
•Multiple schemas share same database

• Flexible Database Services

• Fine grain service level elasticity

• Use with most databases

OS OS

DB

Cluster 

ERP DWSales

Storage Pool
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Limitations with Schema Based Cloud Provisioning

� Schema Consolidation of many distinct databases into a single database 
provides a SaaS Cloud model for databases.

� Some applications such as E-business Suite have many interdependencies, 
OE, AR, PO -> APPS, trying to put multiple schemas can get complex. 

� Security limitations – some applications/users may have access that can 
effect other applications – i.e. Delete Any Table

� RMAN Point in Time Recovery – can be problematic if one application needs 
a restore.

� Cloning One application for a test – typically means cloning the whole DB 
unless Datapump is used.
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Cloud Control 12c with Multitenant Databases

� EM 12c (with 12.1.0.3+ Database Plug-in supports Pluggable Databases)

� Can use 12.1.0.2 cloud control with the 12.1.0.3 DB plugin. 
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Performance of Multitenant Databases

� Performance of a pluggable and a non-pluggable database about the same.

DB Name & Test 
10 Minutes

Total Trans
(swingbench)

User avg
utilization %

Sys avg

utilization
%

I/O wait
avg % 

test5_1_pdb + 
test5_2_pdb 3,658,385 88.7 5.2 4.8

test3 + test4  
(non pluggable) 3,647,106 89.9 5.4 2.8
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Benefits of Multitenant Databases for SAAS Cloud

� Consolidating many databases into an Oracle 12c multitenant architecture 
provides a new SaaS Cloud model option for database consolidation.

� Multitenant provides the following benefits:

– Previous schema consolidation issues (RMAN, Security) have been addressed.

– One set of  “infrastructure” i.e. Oracle redo logs, UNDO.

– Cloning a database is quicker and easier.

– Unplug/Plug database options provides lower downtime for database patching.

� Things to consider for grouping Multitenant databases:

– Downtime of projects all contained in the CDB  i.e. Oracle patching

– Character sets

– Memory/cpu and process parameters 



Oracle Testing 11.2.0.4 -> 12.1.0.1  - CPU Intensive Test

18.9% improvement in response time (cpu intensive test)
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Running Parallel Processes: 32

real    0m10.12s
user    0m0.16s
sys     0m0.14s

Running Parallel Processes: 64

real    0m20.05s
user    0m0.34s

sys     0m0.27s

Running Parallel Processes: 32
real    0m12.01s

user    0m0.20s
sys     0m0.13s

Running Parallel Processes: 64

real    0m23.84s
user    0m0.40s
sys     0m0.26s

Oracle 11.2.0.4

Oracle 12.1.0.1



11.2.0.4 -> 12.1.0.1  - I/O Test

- Test: With Oracle I/O Calibrate (high I/O)

- Not much change between releases (for this particular I/O test)
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max_iops = 333576

latency  = 0

max_mbps = 3116

Oracle 11.2.0.4 Oracle 12.1.0.1

max_iops = 332989

latency  = 0

max_mbps = 3109



Oracle 12c – JIT Compiler Improvements

- New in Oracle 12.1.0.1 – JIT Compiler for Java Stored Procedures 

versus interpreted.

30

Oracle 11.2.0.4 Oracle 12.1.0.1
alter session set java_jit_enabled=true;

-- Force compile

select dbms_java.compile_method

('JITDemo', 'factorial', '(J)J') from dual;

var time_compiled NUMBER;

var time_interpreted NUMBER;

exec :time_compiled := factorial(20);

alter session set java_jit_enabled=false;

exec :time_interpreted := factorial(20);

INTERP_TIME_MS JIT_TIME_MS

4148  182

alter session set java_jit_enabled=true;
ERROR: ORA-02097: parameter cannot be 
modified because specified value is invalid

var time_compiled NUMBER;

var time_interpreted NUMBER;

exec :time_compiled := factorial(20);

alter session set java_jit_enabled=false;

exec :time_interpreted := factorial(20);

INTERP_TIME_MS JIT_TIME_MS

2893  2856



Help Desk Reporting System Test 11.2.0.3 -> 12.1.0.1 

- DB with High Concurrency / Hot Data blocks

- 17.3 % Improvement from 11.2.0.3 -> 12.1.0.1

31

37:16.91

Oracle 11.2.0.4 12.1.0.1

1000 Concurrent Reports:

Report Time (mm:ss)
43:44.96 
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Help Desk System Test Summary

� Embedded Function Call was being called multiple times per row…

– Modified Index to be more compact – PCTFREE 0 (columns were non update)

– Consolidated 2 sql checks to 1 to help reduce contention

– Reduced cpu consumption by 41% with just these 2 changes

� Linux Large Pages recommended for Large databases with SGA > 10GB 

with many user sessions, for both memory stability and performance (10%)

32



11.2.0.4 -> 12.1.0.1 Banking Transaction Test

- Team started with 200 banking transactions per second (tps) on 2 IFLs

- 15.3% improvement with 12c from 9685 to  11676 banking transactions 
per second, after upgrade to Oracle 12c (no other changes made).

- Reduced “concurrency” observed from 11.2.0.4 to 12.1.0.1

- Target tps was 10,000 tps ->  achieved 12739 with 12 IFLs

33
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Oracle FIPS 140-2 Compliance & Linux on System z (s390x)

Oracle Advanced Security provides TDE (transparent data encryption) - encrypt data tablespaces for protection 
against data at rest and encrypt SQL*Net database network traffic.

RSA has completed its FIPS 140-2 validation of RSA BSAFE Crypto-C Micro Edition 4.0.1.

RSA BSAFE® Crypto-C Micro Edition (Hardware Version: Software Version: 4.0.1) 
http://csrc.nist.gov/groups/STM/cmvp/documents/140-1/140sp/140sp2047.pdf

RSA BSAFE® Crypto-C Micro Edition (Software Version: 4.0.1) 
http://csrc.nist.gov/groups/STM/cmvp/documents/140-1/140sp/140sp2056.pdf
http://csrc.nist.gov/groups/STM/cmvp/documents/140-1/140sp/140sp2097.pdf
*Actual version of this module used by Oracle may be newer in order in case of defects (no new features/functionality will be introduced).

Oracle version 12.1.0.2 . This includes FIPS-140-2 validated libraries as standard – more info -> 
http://docs.oracle.com/database/121/DBSEG/asoappe.htm#DBSEG1041 .

Patch for 11.2.0.4 is still being tested.

IBM & Oracle are currently conducting tests to measure overhead of enabling Crypto,

main overhead is in startup as system checks are made.
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Performance Triage & Resolution
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Source: Getting Optimal Performance from Oracle E-Business Suite - Samer Barakat OOW 2013
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