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z/OSMF: the z/OS Management Facility

= z/OSMF is a new product for z/OS customers and provides a modern
browser based interface to managing the z/OS system.

= z/OSMF helps system programmers to more easily manage and administer a
mainframe system by simplifying day to day operations and administration
of a z/OS system.

= |IBM z/OS Management facility (zZOSMF) delivers on IBM’s strategy for
mainframe simplification and modernization

= z/IOSMF is a companion product to z/OS, offered at no additional charge
z/OSMF 1.11 was the first release, delivered with z/OS 1.11

= z/IOSMF has it’s own product number o
» Product ID for zZZOSMF 2.1 is 5610-A01 == =
» Service & Subscription ID is 5655-S29 = || = T
= Both PIDs must be ordered

= [t can be ordered in a serverpac with z/0OS
» Or as its own product serverpac

- —
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Why z/ OSMF?

= The IBM z/OS® Management Facility provides a Web-browser based management
console for z/OS designed to improve productivity, quality and simplify management

= Helps the experienced and not so experienced system programmers more easily manage
z/OS, by simplifying day to day operations and administration
= z/OS Management Facility helps automate management tasks
— Can help reduce the learning curve and improve productivity
— Helps guide users easily through tasks with embedded user assistance (such as wizards)
— Helps accelerate productivity, making navigation and task steps more seamless.

— Makes administration more intuitive

zIOSMF is a
________ iz companion product
e e to z/OS, offered at
ZIOSMF web no additional

browser based charge
management

Interface |

z/OS simplification focus areas
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. ZIO?_ Ma_nagement Facility is a Web 2.0 Java code is 210S CIM
application zAAP eligible Server is
Uses industry standards (Java™, CIM, DOJO) eligible
Uses Java; some use z/OS CIM Server — for zIlP

workloads can run on zlIPs, zAAPs.

New efficient code base: WebSphere Application
Server Liberty profile

z/OSMF 2.1 functions

] -Notifications and Workflow *(R2.1)

*Configuration category

* Configuration Assistant for zZOS Communication Server application

« Simplified configuration and setup of TCP/IP policy-based networking functions
sLinks category

« Links to resources - provides common launch point for accessing resources beyond zZOSMF
*Performance category

+ Capacity Provisioning lUPdated )manage connections to CPMs, view reports for domain
status, active configuration and active policy.
* Resource Monitoring, System Status - provide integrated performance monitoring of
customer's enterprise
* Workload Manager Policy Editor application
* Facilitate the creation and editing of WLM service definitions, installation of WLM service
definitions, and activation of WLM service policies
*Problem Determination category
* Incident Log : provide a consolidated list of SVC Dump related problems, along with details and
diagnostic data captured with each incident; facilitate sending the data for further diagnostics.
*Software category (updated)
* Management: deployment of installed software simpler and safer, manage service levels and
product levels
+z/OS classic Interface category
*|SPF Task integrate existing ISPF into ZZOSMF to enable tasks from single interface and ability to
launch to ISPF functions directly
*z/OSMF Administration category
« z/OSMF authorization services for administrator:- dynamically add links to non-zZOSMF resources;
application linking manager(R13)
*z/OSMF Settings category (New!)

* Manage FTP destinations and systems
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z/OSMF V2.1 implementation

= z/OSMF is rebased on the WebSphere Application Server for z/OS V8.5
Liberty profile

» This is expected to provide significant reductions in the resource requirements
for zZIOSMF

e The WASOEM FMID is no longer required and the requirement for separate
configuration of the runtime is eliminated.

e Resultis reduced footprint size, reduced memory requirement and reduced
CPU requirement

» z/OSMF setup is simplified

e Reduced steps to configure zZOSMF
» Applying service is easier
» Faster startup of application

WebSphere is a brand: WebSphere Application
Server is a product

We’'ll start by clearing up a point of confusion about the term WebSphere.

i | Amsotware ~  ~ WebSphere Adapters FECULFB

From ibm.com: Saftware by category WebSphere Application Server
b o e Branch Transformation Toolkit for WebSphere Studio

Special offers :::Nm ! WebSphere Business Events

g Ranonal _< WebSphere Business Integration Server

Storage Tved ___oemmmeT -» .

Systems & servers I—a:‘—“—&r—e_'—l' .

“ Eysiem 7 software i .
SoMware A loZ WebSphere Virtual Enterprise

WebSphere Voice Response for AlX
WebSphere Voice Server

Probably close to 100 products carry the “WebSphere” brand name.

For many, the term WebSphere means
WebSphere Application Server. Sometimes
the acronym WAS is also used informally.

I'm using
WebSphere
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The J2EE application model

« Components

— The key focus of application developers; these are the
EJBs, Servlets, JSPs, and clients.

— Many component behaviors can be specified at
deployment time, rather than in program code.

+ Containers

— These provide services to components transparently,
including transaction support and resource pooling.

— Containers and connectors conceal complexity and
promote portability.

+ Connectors
— These sit under the J2EE platform, defining portable

service APIs to plug into existing enterprise vendor
offerings.

— Connectors promote flexibility by enabling a variety of
implementations of specific services.

Different kinds of Java programs

WebSphere Application Server can host (or “run” or “support”) several
different kinds of applications, all written in Java:

It is okay not to understand the details of these things. It is better at this point just to understand that different
kind of programs exist and listen for these terms when others talk about the WebSphere environment.

WebSphere Web application
Application Server An application that is accessed with a browser. This typically
consists of static files (HTML, JPGI/GIF), and Java programs that

] ] generate dynamic output:
Java virtual machine + Servlets: Java program that contains logic to do things like perform
Lo . calculations, access data, and format a reply
/ Web E + JSPs: stands for Java Server Pages, it's a way to create a dynamic web
! L ) page that can be populated with dynamic content
1 Application |
: i EJB application
[ EJB ' . . i~
! Applicati ) Stands for “Enterprise Java Bean,” it's a more sophisticated
: pplication ) application that's intended for high-end applications. Two
i E flavors: _ o Java EE
H POJO i = Session Beans: meant to hold the logic of the application i
! ' « Entity Beans: meant to represent data as an “object” Too 5"]'P|§‘ a
N - 4 Many EJB applications are made up of just session beans - easier. categorization,
""""""""" but okay for
POJO now

Stands for “Plain Old Java Object.” It is the simplest form of a
Java program and lately more people are returning to simplicity.
(PCJO commonly applies to the EJB 3.0 environment and Java Batch
environment).
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Schematic diagram of WebSphere Application Server

Here is a semi-conceptual view of what WebSphere Application Server is:

The real product is of course far more sophisticated than this, but this gets the key points across

1. Server is started

Java Runtime + On Z/OS that is done with a sTaRT command (more later).
+ This native code is what establishes the lower-level
Java Virtual Machine ;ﬁtf:;ﬁm;fm allows for the invocation of the Java

I Web Container | | EJB Container ! : o

! [ ! 2.Java runtime established, including JVM

1 1 : + When the native base is ready, it establishes Java runtime

| 6 n ol | environment and launches the JVM.

1 Pl | i

! 1l | 3. WebSphere Java components loaded into JVM

o _____1 P — ! + With the JVM I hed, WebSphere Application Server can
Il I I 11 I 11 now load the Java components that make up the Java EE

____________________ environment.

1 Implementation of all the open : * This is the “framework” we mentioned earlier. .

1 standard specifications for H + This is why WebSphere Application Server is more than just

: application server framework I aJvm.

4. Your applications are loaded and started
+ If they are deployed in the server and configured to start
automatically, WebSphere will do that for you.

______________________________ s
“ Lower-level “plumbing” and interaction :
with native platform services I

1

Now we are ready to see how
this is implemented on z/OS.

* “Containers™ are just logical software constructs inside the JVM
that provide services specific to the type of application that
runs in them. “Web Container” is for web applications; “EJB
Container” is for EJBs.

A peek inside the application server architecture

We see that inside our little curved-box picture of the Application Server
resides two or more address spaces as well as integration with zWLM:

START command ZWLM .
(MVS or Admin = Manages starting of SRs

Console)

= Manages stopping of SRs
- Requests queued to zZWLM, then to SR
L ]

-ID SR: Application Infrastructure
+ Maintains app JVM runtime
May support one or more
applications

Connectivity to data from SR
Min/Max controllable by admin

Controller Region Servant Region 4 -

v

General Properiies

® [
Mirumum Numbar of [nitanzes
CR: WAS “Plumbing” Code Servant Region :
+ Native and Java Maximum Number of Instances
* No application code -]
+ TCP listeners reside here
. IQueues requests to WLM apaty | [Ok] | Reset | | Cancel
1 Default: min=1,
1 max=1

This is a built-in “vertical scaling” mechanism. It also allows for
redundancy of application JVM to prevent single point of failure.




Basics of accessing web applications

http://www.host.com/PolicyIVP/PolicyServlet

HTTP PROTOCOL

.
L
-
L

* Three key steps:

"Catcher"

Serviet
Engine

HTTP
Protocol

— A protocol catcher takes HTTP protocol off network and interprets its meaning.
— Based on the format of the URL, the request must be directed to the correct

application server to execute.

— The web container must identify which web application and servlet to execute and

then use the servlet engine to run the serviet.

WAS z/OS V8.5 overview

With WAS z/0S V8.5 we now have two server models to choose from:

Traditional Multi-JVM Model

"Application Server"

i Controller Servant E
| Region Regions !

* Two or more JVMs make up an
application server instance

* CR does the request handling, SR
hosts the applications

* Full Java EE server runtime

* Administration through DMGR and
Admin Console as seen in Unit 2

* Includes "Granular RAS" function
which we'll explore in this unit

Liberty Profile Model

"Application Server"

Liberty

Profile

Server
Instance

* One JVM makes up an application
server instance

* Lightweight, composable and
dynamic updates

* Web applications at this time

» Simple configuration and
administrative model

* Not part of the traditional WAS cell or
administrative model
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WAS OEM stand-alone server node (z/OSMF 1.13)

z/OS LPAR

Cell - BBNBASE

Node - BBNNODE

Daemon Server instance
B S BBNSS01

CR

/zZWebSphereOEM/V7R0/config1

* XML files
» Config properties
 Applications

Overview of Liberty Profile

The Liberty Profile is designed to be a single-JVM server model that is lightweight,

composable and dynamic:
* Composable -- you config

ure the function the

Java Virtal Machine application needs; you don't need to load up
everything
* Dynamic -- changes to configuration or changes
Application | | Application to applications detected and dynamically
enabled

Apps that run in Liberty will run in trad

function

Liberty is not full Java EE, traditional WAS is

* Subset of traditional WAS
l.‘.ompogable ee Cumpugame
Function Function + Upwards application compatibility

itional WAS ... but not necessarily

the other way around since Liberty is subset of traditional WAS

| server.xml « Each server is one JVM

* Run from UNIX shell or as started task

* One required configuratio

n file: server.xml

* Not part of traditional WAS administrative
DMGR, federated node model

But there is an ability to manage via the "Job Manager" function of
traditional WAS (advanced topic, we won't get into that here)
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z/OSMF V2.1 implementation

z/OSMF is rebased on the WebSphere Application Server for z/OS V8.5
Liberty profile

This is expected to provide significant reductions in the resource requirements
for zZIOSMF

The WASOEM FMID is no longer required and the requirement for separate
configuration of the runtime is eliminated.

Result is reduced footprint size, reduced memory requirement and reduced
CPU requirement

zZ/IOSMF setup is simplified

Reduced steps to configure zZOSMF
Applying service is easier
Faster startup of application

z/OSMF V2.1 FMIDs

*z2/OSMF V2.1 consists of nine (9) FMIDs:
—HSMA210 - 2/0S Management Facility core
—HSMA211 - ZZOSMF ISPF
—HSMA212 - ZZOSMF Resource Monitoring
—-HSMA213 - ZZOSMF WLM
—HSMA214 — z/OSMF Software Deployment (really Software Management)
—HSMA215 - z/OSMF Incident Log
—HSMA216 - zZOSMF Capacity Provisioning
—HSMA217 — 2/OSMF Workflow
—HSMA21A - z/lOSMF Configuration Assistant




Configuration process overview

Configure
Prerequisites

Input
Mode

Create
Security Definitions

—

System Status and Resource Monitoring

» System Status is an RMF based
workload reporting application
that provides a performance
status of sysplexes

The status indicator informs you = 2 e 4 T
whether or not workloads are e ol s oI
meeting WLM goals = =
You can Monitor z/OS and = o R Lo PR
Linux workloads and view i i
workload resource metrics

Performance Index Status
column for a quick
indicator of sysplex health

The System Status task links to
WLM (e.g. linking to service
definitions and active WLM
policies), and the WLM
application links to the System
Status task.

Resource Monitoring can link to the
Workload Management task .
Easily view the corresponding WLM
service definitions to manage
performance

3/3/2014
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Resource Monitoring

Provide real time status on systems or sysplexes defined to system status task

Monitor most RMF Monitor Il metrics, create and save custom views, and display real-time
performance data as bar charts.

— Use the RMF XP capabilities to allow you to monitor the zBX, combining metrics on a
customizable dashboard to view the health of the zEnterprise Ensemble

Define and customize monitoring dashboards to focus more precisely on specific workloads
Link to view appropriate WLM Service definitions

e TEM |

Quickly assess resource
health

RMF Product Overview

RMF Spreadsheet Reporter RMF Performance Data Portal 2/OSMF Resource Monitoring

1eng>
ea>

RMF Distributed Data Server (GPMSERVE) & RMF XP (GPM4CIM)

£ : 2 2
= = = =
= = = =
RMF Postprocessor RMF Monitor Il and I
Historical Reporting, Real-Time Reporting,
Analysis and Planning Problem Determination e
| £ £ ! =
§ 3 g
= RMF Sysplex Data Server and APls = CIM Client APIs
gl
% : ;
RMF
< RMF | Monitor AIX & Linux
Data Gatherer M:"“:Z” background CIM Provider

11
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z/OSMF Resource Monitoring

Infrastructure

Browser

Monitoring

DDS on DDS on
LOCALPLEX TESTPLEX

| SYSARI
PRODPLEX
ZIOSMF /
Resource

= Browser connects to zZ OSMF

= z/JOSMF Resource Monitoring can connect to all systems where the RMF Distributed Data
Server (DDS) is running

= DDS retrieves z/OS performance data from all images of the sysplex where the RMF
Monitor Il gatherer is active

z/OSMF Resource Monitoring
The Resource Model = The Sysplex is the top-level resource
= The resource identifier consists of three parts:
MVS Image — High level qualifier
170 Subsystem R 9 Ej
All SSIDs — Resource Name
SSID — Resource Type
All LCUs
Lcu
All Channels [5 ¢ SYSDPLEX SYSPLEX
Channel 1 By 8YSFMVS_IMAGE
Al VOh\‘/mles =1 [ SYSF*U0_SUBSYSTEM
P . oume [+ [G@ SYSF*ALL_SSIDS
5:gf:gszor [+] g SYSFrALL_LCUS
Sysplex Auxiliary Storage = B SYSFC.ALL?CHANNELS
Central Storage o) fg; SYSF S ALL_VOLUMES
CSA, SQA, [*] ", SYSF*ZFS
ECSA, ESQA i) S8YSF,",PROCESSOR
Expanded Storage [+] [ SYSF ' .STORAGE
Enqueue m SYSF,* ENQUEUE
Operator Lk SYSF*,OPERATOR
Subsystems [ [E SYSF,"SW_SUBSYSTEMS
JES, XCF, HSM = B SYSEWMVE_IMAGE
CPC (3] L& .3YSDMVS_IMAGE
LPAR (] /A CF01,COUPLING_FACILITY
Coupling Facility ? .[I%.Sgatl;éCg;JCFLING_F.ACIL\W
CF Structure H W .
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Resource monitoring security

This service
Security

IEM ZI05 Management Eacility HTTP Header I RRSPKOO()
User ID \ /
The callable service
PacSWOrd o pass place IRRSPKOO returns a
Login Base64 encoded string passtlcke't for a specific
userid and an
HttpRequest.getRemoteUser() application name

iated with the
BN ;gi‘:'&ser% __passwd() RACROUTE REQUEST=VERIFY

Resource Monitoring — Predefined Dashboards

IBM z/0OS Management Facility Welcome bpmu Log out.
= Welcome Welcome & | Resource Mon... &
= Configuration Assistant Resource Monitoring

=) Links Dashboards
& sropess
© Supportfor 2108 Dashboards
© System zRedbooks TR
© WSC Flashes & Techdocs A
= 7)0S Basics Information Center
* 2008 Home Page () Common Storage Adivity
© 2108 Intemet Library. () Coupling Facility Overview
=) Performance () casoution Velodity
* Capacily Provisioning. ()| General Adivity
* Resource Monitoring () Dverall Image Adtivity
* System Status () Performance Index
¥ Workload Management () Response Time
[=] Problem Determination (0| Using & Delays
* Incident Log () XCF Activity
[ Software
o .
[=) storage
 DASD Management
 ISPF
(=] ZIOSMF Administration
= Applicaton Linking M
5 : Total: 9
Refresh | Last refresh: Jul 19, 2011 10:29:27 PH local time (Jul 19, 2011 8:29:27 PM GMT)

Help

3/3/2014
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Resource Monitoring — Predefined Dashboards

IBM z/0S Management Facility
Weicome @ | Resource lion_ ©

Resource Monitering Helgp
| Dashboards  Common Storage Acaty i O
Common Storage Activity (Running)
stt || Pause || S | | Adians = -
I T i -
| &
sror | N 11 S0 1
L] [EEEEE— 24
]
ovee | I 11 —_— 16
[ sl S 15 =
SvsE .
.mmlwm»mw ..wwmnw-w»m'—n
(] SYNORLLEYSILLE % FO5A stimaton sy VS mage (1] AYBORELSTSILLE % F50A stinetin by VS mage
. S || 4 e
UTWE011 230100 - DTVI9R011 Z3:0200 (44) DFMBEDTT 230700 - 0TAE011 ZH0E00 (44) a
|7 GBA Llobis) | |7 50A (Jobs)
TR | o & E B AR | N ;
10001] 19001]
e | I e ony) | I
foon1] [a001]
SYEDMASTER" S0 MASTER"
won | I el won | I [2e]
[ Svsomi SvaRL % G steaton 2y ok [ 5vSORELSTELL % S staratin By ot 1
] i . S|
DTMARN1T 220700 - DI TAR01T 3,07 00 (444) - DFFSHENTT 23010 - QRN 230200 (49) - | M

Resource Monitoring — Predefined Dashboards

IBM z/0S Management Facility
Weicome @ | Resource lion_ ©

Resource Monitering

Dashboards  Common Stofags Acety B O
Common Storage Activity (Iunmng)
aune | S | | Actians = |

= C5A & ECHA (Systems)

= SUA B ESUA (Srstems)

OHVRZDTT 2308.00 - 0TNAR0TY 2317 00 (1818

EE—
svor | I 11 . swp |
? S
Svas -.L mm s‘m
I ] 18 Hame of g SrsE
WLM Yary CPU managemenl enabled.  YES
BB SYIDRERSTIRLEL N 24 atlalin &y VT WLM LPAR Welght managemaent enadled: MO
SVIDPLLE TREL % (4 stiaten o s el AAP ROROF DRDAILY. YES
. WE hanar prinrty YES
UPASROTT Z376.00 - DPEE0TT]  MS System Name: SYSE
EWF D BYSE
- CBA Lons] 05 Tipe: 2081130
o 8 Version RT3
SYEFMASTER® 2 .
10001 Chse  Help
BYSE "MABTER" . EYHFTMASTER" |
ooy | I o0t
SYS0 " MASTER" SYE0 WA TER"
wony | I ] Wi
T ————. ] P
T i .

OFTERNTT 21 16 00 - 07192011 231700 (1409)

el
e

[

-

3k

£l

@l
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Resource Monitoring — New Dashboard

IBM 2/038 Management Facility Walcomne bme

Weicome © | Resource Mon_ &

Resource Monitoring
Du!_imm New Dashbosrd (] &
Hlerw Disshbnd » Adel Miskic:

Add Metric
Select o type e name of the metrc group, the container for the metric. Then, select he resource and melric 1o be monitored.
+ Add 1o nedric group |Salect o lypé @ Melie groun. [-.|
+ Selecied resource: B gyge - STORAGE
+ Bolecled malric Mk swbociion on Mubic b
Resource | Melric
Metric
Atlable resouicrs.

lla] 4 LOCALPLEX SVSFLEX
B 34 SYSDPLEXSYSPLEX
@ (& svs0Mvs_uace
s} Lk SYSEMYS_IMAGE
= L SYSEMVS_IMAGE
Gl [ SYSE*UO_SUBSYSTEM
(D) SYSE" PROCESSOR
1 B SYSE STORAGE
T SYSE * ENCUELIE
Gk SYSE" OPERATOR
1 |8 SYSESW_SUBSYSTEMS
[ A\ CFO1COUPLING FACILITY
[+ b CFOZCOUPLING_FACILITY
B 7opezcec
@ < SCLMPLEX SYSPLEX

Hilg

]

IBM z/0S Managament Facllity

‘Welcome & | Resource Mon_ &

Resource Menltoring
Disshbuards  New Dashboad B O
New Dashboard (Runming)

Heig.

OFRUR0TT D0:20:00 - 070011 002100 (373)
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z/OSMF Resource Monitoring & RMF XP

= RMF XP is the solution for Cross Platform Performance
Monitoring

= RMF XP supports the Operatmg Systems running on
—x Blades ve
—p Blades

® In addition RMF XP supports Linux on System z
—LPAR Mode
—VM Guest Mode

zEnterprise zBX Hybrid Architecture

System z

Windows
64-bit

KVM KVM

Hypervisor Hypervisor

z HW Resources D

Support Element

zEnterprise Ensemble

i Private Layer 2 Data Network (OSA Express 5S)
T ——— s
. . Unified Resource Manager — Private Management Network

— Private High Speed Data Network (Layer 2)
Customer Network

®XI50z

DataPower

Customer Network

3/3/2014
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z/OSMF Resource Monitoring & RMF XP

o W

RMF Monitor III

RMF Distributed Data Server

RMF Monitor Il

W

RMF Monitor Il

RMF Sysplex Data Server

GPMSERVE

z/OSMF
Resource Monitoring

RMF Generic CIM Client

RMF Distributed Data Server

GPM4CIM

RMF XP

z/OSMF Resource Monitoring & RMF XP

file [dt Meew Higtory fockmers Jocls Help
_ﬂmumnwlxiq
IBM z/OS Management Facility

weicome ©  Resource Mon.. @

Resource Monitoring
Dashboards  SEnerpase CPU Lmzation @ ©
$Enterprise CPU Utilization (Running)

Start | Pae || Save | | | Adiona -

— 2/08

oveo | I
svsr | I <

sver | I

[ Srsemen s en s coumaion (291t v e
T

ezt 134500 0aga. ZLINUX

- CPU Utikzation - Lisus on syslemz.

et | | 0014223
e | [ o 210372
It | N 0.003045

inaree | | © 07421

T T e P —

Wil 0
DNEHI0TN 124600 - 0HIA01 13:95:00 (111)

One Dashboard
for the Enterprise

AIX

= GPU UMIESYGn - ALKOn 3

camit | [ 0 0542143

pem | [ 00515955

R T S —
©

oazazn XLINUX aasq qag00 gty

= CPU Utilization - Linux on sysbemn x.

somes | | — o027 ]
.
I
sbrety | [ 0.007585
wndaurt | [ 0001ERS
I oL rus_TEM SO CPUCh st by L g

[l
OHTO0TT 134400 - DAZIR0N 13:25:00 {111}
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z/OSMF V2.1 Workload Management

= Simplify creation, modification and review of z/OS
Workload manager service definitions

= Accelerate the time to establish service
definitions with built in best practices

= Easily install/extract service definitions and edit
them

= Activate service policies and monitor WLM status

= View performance data for the currently active
service classes, service policies, and service
definition with the Resource Monitoring plug-in

= Link automatically to Resource Monitoring and
System Status

Test show it is 10X Faster to Review
and Update WLM Policies with zZOSMF
than through typical manual means

All performance information w
Performance information is pr

determined in a controlled environment. Actual results may vary.
ded “AS IS" and no warranties or guarantees are expressed or implied by IBM

Built-in IBM best
practice helps you

avoid errors

Use resource
monitoring to monitor
active policies

The Resource Monitoring application
links to Workload Management in
context (& vice versa)

z/OSMF Workload Management

»Integrates repository to store Wekome O
service definitions

Wornioad Man U
Workload Management

»Import and export of service
definitions in XML format Overvew | Sanace Detntions O
»Printing of service definitions Service Definitions
»>Creation, editing, reviewing of
service definitions in tabular

format FERE Ve Messages
. X X SHARPLEL View Htory
>Direct navigation between SUEPLED ooy Preview
policy elements during WSROY  stal and Actvate
editing/viewing of service o ieesE  Coov
definitions wumgsy|  Delete
Expont
»Best-practice checking for
service definitions =
»Supports the installation of Aa
service definitions and the ol
activation of service policies Confpars Cohmm
»>Displays WLM status of it
. | Clea Fitery
systems in sysplex i At

Botal 6 Sy Clear Sods
Remesn Lai  Chear Seach

»Different authorization levels
for viewing, modifying and
installing service definition

SerwceDufniion »|  Servce Polces

Help
Seanh
Modited By
™
AR mamtad

[l Sanace Classes g
Resoute Groups )

10 Repon Cusses SHARPLES o
o 600 G maar
Cassteasons ) tmation  Fab 32001 121747 PU sty

*|  Appicaton Emveonments
Resoutes
Schecuing Enwonments

A iocal e (2, 20492 33725 PM GUIT)
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z/OSMF Workload Management — Some Benefits

Without WLM Policy Editor** in zZOSMF
using WLM Administrative Application

With WLM Policy Editor** in zZOSMF

Optimization of a
service definition
based on best-

Read through WLM-related manuals and identify
best-practices. Print out the service definition and
investigate it with respect to proposed best-

practices. If required, modify the policy elements

Check the best-practice hints the GUI displays
for policy elements. If required, modify the policy
elements correspondingly.

definitions for
daily changes,
migration,
consolidation

practices correspondingly.

Hours (or days when done initially) Minutes (or hours when done initially)
Review of To get an overview of a service definition you Open a service definition from the service
service have to print it to a data set, download the data definition repository. Navigate through it using

set, and print it out or feed it into the Service
Definition Formatter tool to filter and sort policy
elements.

5-10 minutes until review can start

links. Filter and sort policy elements in the
tables.

Seconds until review can start

Transfer policy
elements from a
test service
definition to a
production
service definition

Print out the test service definition and update
the production service definition by typing in the
changes.

Up to several minutes per policy element

Open the test and production service definition
simultaneously and copy over the changed
policy elements via copy&paste operations.

Seconds per policy element

** Based on IBM laboratory results, your results may vary

Service Definition Editing

= Simplified creation,
modification and review of
service definitions

5 B 05 Mot Faclity Mol Firoto: (B4 Editior

e B e

— Policy elements are e -
A - Comtpenans
presented in tables dima Workioad Maniagement
— Tables can be filtered Clsac Poiparey | oen et s

and sorted St
— Direct editing of policy | : s
elements within tables |
— Best-practice hints are | =
displayed automatically
while specifying policy
elements
— Several service
definitions can be
opened simultaneously
— Cut, Copy, Paste of
policy elements
between service
definitions

Service Claners

Best-practice hints help to
optimize service definitions

Click to copy element
on cliphoard for
insertion into another
service definition

Click to check
where the
element is used
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Transfer of Service Definition Elements

Cvatrw  SanvceDetemens O Lot WLMMAOD

Multiple table elements can be copied from one [

service definition to another service definition Workloads
with one copy&paste operation Lol roramp et
1. Open the source service definition(s) in ; —
View tab(s) and switch to the table with the et
elements that you want to copy over
2. Open the target service definition in a sy
Modify tab and switch to the same table T
3. Select the elements in the table in the View /
tab and select action Copy to clipboard
4. Switch to the Modify tab and trigger table
action Paste

You can copy&paste multiple table elements

within the same service definition Hertoec

— E.g. you can copy the Periods of a Service ;
Class from the Service Classes table to a
Service Class Overrides table of a Service
Policy if you want to make only small goal
changes in the Service Policy

— E.g. you can duplicate Classification Rules
and insert them under another parent
Classification Rule e

Fine-grained Authorization (V1.13)

= Separate authorization levels for |

— Viewing of service definitions, s e e
service policies, and WLM status TP Y

— Installation and activation of service policies
— Modification of service definitions

* In repository authorization mode the WLM = gy
authorization of roles is controlled by three e
tasks on the Roles panel:

— Workload Management
— Workload Management Install
— Workload Management Modify

= In SAF authorization mode the WLM authorization
of roles is controlled via the SAF resource names:
—  ZOSMF.WORKLOAD_MANAGEMENT.WORKLOAD_MANAGEMENT.VIEW
- ZOSMF.WORKLOAD_MANAGEMENT.WORKLOAD_MANAGEMENT.INSTALL
—  ZOSMF.WORKLOAD_MANAGEMENT.WORKLOAD_MANAGEMENT.MODIFY

= To enable a role to launch the Workload Management task it is not sufficient to provide
authorization for ‘installation’ or ‘modification’; in addition the role has to be authorized for
‘viewing'.
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Service

Definition: Process Overview

z/OSMF CIM Server_u 1
WLM WM - jnstal ) pctivate
PIYEL L ' Extract WLM >

Provider : CcDS
' Upload,
Download Backup
I MVS
WM Batch Install Console
Policy
XML
Install
Read Extract
Write Batch|Install

WLM Administrative Application

z/OS system in Sysplex
running zZ/ OSMF

User's

workstation Sysplex

Capacity Provisioning in zZOSMF V2.1

= The z/OS Capacity Provisioning Manager can help you to monitor your systems for
short term capacity fluctuations

= Helps you manage the physical server capacity as well as defined capacity and group
capacity limits in use.

= Based on On/Off Capacity on Demand (CoD), temporary capacity can be
automatically activated / deactivated based on a user defined policy or on command

= Manage, install, import /export and also activate domain configurations and policies

= Manage connections to Provisioning Manager and transfer provisioning policies and
domain configurations from a central shared repository.

= Display reports about domain status,

z/OSMF V2.1 Capacity Provisioning
supports all of the functions
available in the Microsoft Windows-
based Capacity Provisioning
Control Center.*

*Microsoft Windows based Capacity
Provisioning Control Center is no longer
available in z/OS V2.1
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The Capacity Provisioning infrastructure

HMC zEnterprise
zEC12 /1 zBC12
PR/SM
z/0S image | 2708 image(s)
Eemet WLM—|RmE. RMF WLM
I/ I;r;jWS|mirE\\
wpeligy
T—7 =
Capacity
SHMP 1 Provisioning cim
R [Manager (CPM) i

Z/0SMF
Gapacity Provisioning

20 consols(s)

Additional information

= z/OS Management Facility website
» http://ibm.com/systems/z/os/zos/zosmf/
» Provides links to all documentation and publications

= IBM z/OS Management Facility education modules in IBM Education Assistant

» http:/publib.boulder.ibm.com/infocenter/ieduasst/stgv1r0/index.jsp
» Scroll down to z/OS Management Facility

= z/OS Hot Topics, Issue 21, 23, 25 and 27:
» http://ibm.com/systems/z/os/zos/bkserv/hot_topics.html
= Program Directory for z/OS Management Facility (GI111-9847)
» http://www-03.ibm.com/systems/z/os/zos/zosmf/moreinfo/index.html
= IBM z/OS Management Facility Configuration Guide (SA38-0657)
» http://www-03.ibm.com/systems/z/os/zos/zosmf/moreinfo/index.html
= IBM z/OS Management Facility Programming (SA32-1066)
» http://www-03.ibm.com/systems/z/os/zos/zosmf/moreinfo/index.html

= |IBM z/OS Management Facility Information center

» http://publib.boulder.ibm.com/infocenter/zosmf/vxrx/index.jsp
= z/OS Management Facility V2.1 Resource Requirements

» http://www-.ibm.com/support/techdocs/atsmastr.nsf/Web/WhitePapers
= z/OS Management Facility 2.1 Redbook
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