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System z Flash Express |0 Adapter

z/OS z/OS z/OS z/OS z/VM zLinux

Flash Express is a PCle 10 adapter with
NAND Flash SSDs (Solid State Drives)

Flash Express is accessed using the
Extended Asynchronous Data Mover

— Optimized software path for Flash Access
based on prior learning with z expanded
store

Flash Express provides continuous
availability Storage
— RAID 10 to cover adapter failure Storage system based

_ Remote
— Concurrent Firmware update to cover replication

service

1311 Ase]

Flash Express is fully virtualized

— Assingle adapter pair can provide Flash to
60 partitions on a CEC
N v

— Adapter RAS (call home, recovery, etc.)
done at system level, not in OS. 7 _ 7 _

— Transparent migration to new adapter
technology
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Flash Express is an innovative solution designed to help
you compete effectively in today’s marketplace
— Automatically improve availability for key workloads at critical processing times

— Drive availability and performance for workloads that cannot tolerate paging
spikes or inconsistent performance

— Slash latency for critical application processing such as diagnostics collection

Extends IBM’s expertise in memory management
introducing a new tier of memory using Flash Express

Provides a secured, resilient and immediately usable
solution

Planned Flash Express and pageable large page exploiters:

-z/OS V1.13 Language Environment
-IMS 12 Common Queue Server

-DB2 10*

- Java SDK601 SR4, and Java SDK7 SR3 and by
extension: - CICS Transaction
Server 5.1

- WAS Liberty Profile v8.5

**Traditional WAS support is planned for a future date
*DB2 date to be determined. Support for V10 with APAHVI;%mEQ

. e e &
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Flash Express Strengthens Availability

* Innovation to drive availability to exceptional levels
— Extends IBM’s expertise in memory management introducing a new tier
of memory using Flash Express
— Is an industry unique application of Flash to improve availability
— Takes the next step in advanced memory management

* Flash Express can improve availability and reduce latency

— Improves availability during transition periods and spikes

— Helps accelerate start of day processing - batch to online

— Enables faster snapshots of diagnostics (e.g. SVC dump, standalone
dump)

— With pageable large pages can improve performance of DB2 and Java

— ldeal for applications with random read access and high read/write
ratios

* Helps customers deliver vigorous service levels
— Designed to help provide exceptional availability and fast response time
— Delivered in tandem with pageable large pages for superior
- n ‘ 7 gl fl ) performance

L

s L * Minimal configuration- no special skills needed
H E — Usable immediately; no special training required
— Easy to set up and dynamically configurable

% All statements regarding IBM’s future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only © 2013 IBM Corporation



Representative Use Cases - Flash Express

Flash Express can reduce latency delays from pagin(ﬁ to br_ing
system availability to new heights and improve overall servicé levels

Aﬁplicati_on related errors will rec%uire collection of diagnostics.
These diagnastics can bg ﬁollec ed faster with Flash Express,
ge\/%“ggi%t{/)agmg related delays that can impact your overall

Having your working data resident in Flash can help accelerate start
of daylpr_ocessmg,_ nd |mgrove service for many industries at the
g%srluepst | équge of their work day- a time when they cannot afford

DB2® and Java™ in memory buffer pools work to store and process
application data. DB2 and Java can benefit from 1MBfoa eable
I rge pages with Flash Express, improving overall performance.

All statements regarding IBM's future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only

© 2013 IBM Corporation



Flash Express — What is it?

FLASH Express
» Flash Express is a PCle 10 adapter with NAND Flash SSDs
» Physically comprised of internal storage on Flash SSDs
» Used to deliver a new tier of memory- storage class memory
» Uses PCle I/O drawer

» Sized to accommodate all LPAR paging One Flash Express Card
= Each card pair_provides 1.4 TB usable storage (2.8 TB total)

= Maximum 4 card pairs (4 X1.4=5.6 TB)

» Immediately usable Access
= Simplifies capacity planning Time
= No intelligent data placement needed
= Full virtualization across partitions Flash:-
microseconds ™

» Robust design
= Delivered as a RAID10 mirrored pair Disk -milleseconds
= Designed for long life

= Designed for concurrent firmware upgrade Flash memory (SCM) blurs the distinction
between memory and storage characteristics

» Secured
= Flash Express adapter is protected with 128-bit AES encryption.
= Key Management provided based on a Smart Card
= Secure Cryﬂtographic Erase meets audit requirements

| statements regarding IBM’s future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only © 2013 1BM Corporation



IBM Flash Express — Smarter Availability for Smarter Systems
Outstanding Availability and Performance - Innovative Flash Express

» Companies competing for the highest quality of service in today’s market must deliver
outstanding availability and performance

» Changes in workload processing can impact service levels at critical processing times

= Flash Express is an innovative solution designed to help you
improve availability and performance to compete effectively in
today’s market
» Automatically improves availability for key workloads at critical processing times

» Drives availability and performance for workloads that cannot tolerate paging spikes
or inconsistent performance

» Slashes latency for critical application processing such as start of day processing and
also collection of diagnostics (SVC dumps, standalone dumps)

» Delivered as a new adapter card in the PCle 1/O drawer

= Benefits

» Improves availability and performance helping companies achieve highest service
levels

» Delivers a secured, resilient and immediately usable solution

» Automatic, requires minimal setup, no special training needed

All statements regarding IBM’s future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only © 2013 IBM Corporation



System z Flash and z/OS



« Introduction to zFlash

« Initial Setup

— Customer Service Representative (CSR) Portion
 Install Smart Cards in Support Elements (SE)
* Install zFlash cards if necessary
+ Create Pair

— Customer Portion
* No IOCDS changes
» Allocate zFlash memory to partition(s)
» Configure z/OS to use zFlash

« Management
— Management of zFlash Allocations
— zFlash PCHID details
— View Partition to PCHID map
— View Flash Allocations for a specific Partition
— View Flash (details)
— System Activity Display (SAD) / Monitors Dashboard
— Console Events
— Security Logs
— Status (Service Personnel Only)
— Configure On/Off (Service Personnel Only)
— Service On/Off (Service Personnel Only)

« Terminating Flash
— Change all instances of z/OS to no longer use zFlash
— Disband all zFlash pairs
— Remove SE Smart Cards and destroy (optional)
Page 10 3/12/2014 SHARE Session 14726 IBM Systems
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Install Smart Cards in Support Elements (CSR responsibility)

« Cards will be installed by the CSR
— During machine installation if zFlash shipped with the machine
— Before installing the first zFlash adapters (if the machine was not shipped with zFlash)

Page 11 3/12/2014 SHARE Session 14726 IBM Systems



= The data on the zFlash cards is encrypted. This is done to prevent access to the data if a
zFlash card is removed from the system, such as for a repair action or thru some malicious
action (i.e. theft).

= The Smart Cards are an essential part of managing the encryption keys.
« The blank Smart Card is the same one used by the TKE device.

« The Primary SE will create an authentication key using the smart card and store it on the SE.
The Alternate SE will uses the smart card in it to store the key sent from the primary.

= The smart card, the SE hardware, the CEC, and the generated Key are tightly coupled in
order to prevent access to the data on the zFlash card in any place other than the CEC it
was formatted for.

=« If for some reason the smart card fails on the primary an automatic switch to the alternate
will happen and a service call will occur to have the smart card or the SE serviced. There
are procedures to ensure the repaired SE or Smart Card is properly updated with the
encryption keys.

= The keys will not be preserved during migrations/upgrades. So, persistence of data on the
zFlash adapters is thus not guaranteed. The zFlash adapters are therefore good for things
like paging storage but should not be used for situations where persistence is required.

= Bottom line: The Smart Cards must be installed so that the SE is prepared to store and
handle the encryption keys used to protect the data on the zFlash adapters.
Page 12 3/12/2014 SHARE Session 14726 IBM Systems



Install zFlash cards if necessary (CSR responsibility)
= Installed in pairs in Seneca cages, one per I/O domain

= Pairs are cabled together with 2 SAS cables

sl

Page 13 3/12/2014 SHARE Session 14726

IBM Systems



Install zFlash cards if necessary (CSR responsibility)

= Once installed, the cards are visible on the Support Element's User Interface as a PCHID

'J Hardware

POOEQEBG: Primary Support Element Workplace (Version 2.12.0)

CPC Configuration

View Hardware
El Configuration
gu

i Cryptographic

I

Manage Flash

= Messages Allocation
Operating ; . d
System — Eeb&lﬂc% \[.;1’:?1 Cryptographic = :ldarziage zBX
Messages === Product Data ardware
Perform Nondisruptive Prepare
POOE9EBG Flash Work Area g Model E- Hardware System For
;i - Conversion Change Discontinuance
@,_;3 L@-ﬂ Transmit Send
. . . MSQ Processor
0530 On_lme 05AC Onllme gy Vital E‘ Processor Test <> Adapter ID = Change
Operating Operating Product Data Notification
System
g Edit Frame fF— Update HOM - Input/Output
Layout == and VPD EE'E Configuration Configuration
Analyzer
= SYSte]m Channel PCHID
€] (S_ysp ex) [IHD Assignment
Time
Input/output
(1/0) = gliigﬁ;ﬁ:)muance &= DataPower
Configuration
S

POOE9EB6: Welcome to the Prim VS s v l LgloaCla"Rs10] o] ole] g f S{-] Command Window

Captura by HernanSoft

08:12:39 PM 12/11/2012 |
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Create pair(s) of zFlash adapters (CSR Responsibility)

« A “create pair” operation must be performed that allows the paired adapters to initialize
themselves into a pair and format the storage.

« Done via a new SE task, Flash Status and Controls

= Service Personnel only

GUSRDADG: Flash Status and Controls

Lﬁ@ Flash Status and Controls - GUSRDADG

sl
+

® § & @ |- Select Action - ¢ |

Select ~ PCHID ~ | Cage-Card Slot ~| Serial Number ~ Adapter State ~ Array-config State ~|Serial of Partner ~ Port AState  ~ Port B State  ~|

i
-
r
C

Refresh

0300 Z01B-LGO1-J.00
032C Z01B-LG14-J.00
0350 Z01B-LG25-J.00
036C Z01B-LG33-J.00

Page 15

Cancel | Help |

3/12/2014

04001001 Onling
0400100E Cnline
04001019 Online
04001021 Onling

Mot formatted
Mot formatted
Mot formatted
Mot formatted

SHARE Session 14726

0400100E
04001001
04001021
04001019

0000, Operational 0000, Operational
0000, Operational 0000, Operational
0000, Operational 0000, Operational
0000, Operational 0000, Operational
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Create Pair
= Select Create Pair to create and format a pair
= Use the Refresh button to monitor the progress of the formatting.

= It takes a while (15 to 20 minutes) to complete the pairing/formatting operation.

Flash Status and Controls - GUSRDADSG
4 L3
BF | —- Select Action — | = |
U nformat -

g Configure ~ age-Card Slot ~ | Adapter State ~ Array-config State ~ Port A State ~|Port B State ~
Adapter Service » [O1 B-LGO1-J.00 OCnline Unformat Required 0000, Operational 0000, Operational
Bort-A-S andice » [O1 B-LG14-J.00 OCnline Unformat Required 0000, Operational 0000, Operational
Port B Senvice > O1B-LG25-J.00 Online Unformat Required 0000, Operational 0000, Operational
3 U35 ZO1B-LG32-J.00 Online Unformat Required 0000, Operational 0000, Operational

Refresh | Cancel | Help |

[ =] GUSRDADSG: Flash Status and Controls

Flash Status and Controls - GUSRDADGS

ol i o
|y

w2 | gl 2| @ | | --- Select Action ---| &

Select ~ PCHID ~ Cage-Card Slot ~ Serial Number ~ | Adapter St...

~| Array-config St... ~|Serial of Part... ~|Port A State ~|Port B State <>

10 0300 Z01B-LGO1-J.00 04001001 Online Formatted 0400100E 0000, Operational 0000, Operational
» 032C Z01B-LG14-J.00 0400100E Online Formatted 04001001 0000, Operational 0000, Operational
0350 ZO1B-LG25-J.00 04001019 Online Unformat Reguired 04001021 0000, Operational 0000, Operational
C 036C Z01B-LG33-4.00 04001021 Online Unformat Required 04001018 0000, Operational 0000, Operational
Refresh Cancel Help
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Allocate zFlash Memory to partition(s)
Manage Flash Allocation SE and HMC task

Available on both the HMC and SE.

Displays current summary Flash information for the system.

Displays current Flash information by partition.

Use to Add, Change or Remove allocations to a partition.

POOE9EB6: Primary Support Element Workplace (Version 2.12.0)

CPC Configuration

View Hardware
= Configuration

POOEOEB6: Manage Flash Allocation e Vial

Manage Flash Allocation - POOE9EB6

CPC Worl Summary

Storage increment: 16 GB
Rebuild complete:

[ -— Select Action —-

Select Partition Name |Status | IOCDS |Allocated (GB) Maximum L’GB.) |

Cancel Help

| sruptive
rare
e

ssor Test

e HOM
PD

.el PCHID
iment

Cleanup
Discontinuance

I

POOE9EB6: Welcome tot POOE9EB6: Primary Supp Command Window

POOE9EB6: Manage Flash

ES\ System For
Discontinuance

- Input/Output
@E Configuration

= Flash Status
and Controls

E=us DataPower

Captura by HernanSoft 08:00:51 PM 12/11/2012 |
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Manage Flash Allocation Task's Actions

= Share_p11.jpg - Windows Photo Viewer il

Eile ~

Print v  E-mail Burn v Open ~

POOE9EB6: Primary Support Element Workplace (Version 2.12.0)
CPC Configuration

@ Hardware

View Hardware
Messages =

@? Cryptographic
Configuration

Configuration

Operating

= antons y .
POOEQEB6: Manage Flash Allocation ﬁD—}:dt ‘],)'2?; @ girgg;;gl;gg;c
@ Manage Flash Allocation - POOESEB6 i |
sruptive Customize
PO Worb Summry
a Allocated: 0GB Storage increment: 16 GB
Available: 1424 GB Rebuild complete: 0% DissL
POOE9EB6 Uninitalized: 0GB | isplay
_ Unavailable: 0GB ssor Test ©© Adapter ID
Total: 1424 GB
Partitions e HOM FCP
#  |-—Select Action — s ‘ 2D Ehe Configuration
Az - Select Action - llocated (GB) Maximum (GB) ‘
Add allocation iPentd .
| Remove allocation € 1‘,’2” ash Status
lCancel | ‘View Partition to PCHID Map iment and Controls
--- Table Actions ---
|Configure Columns Input/output Manage
(1/0) Sl."a"“{’. &= DataPower
Configuration ispanuinuance X150z

[

=oix]
@

Manage Flash

Allocation

Manage zBX
Hardware

Prepare
System For
Discontinuance

Send

Processor
= Change

Notification

System

- Input/Output
Configuration
Analyzer

(=M

[ POOESEB6: Welcome to t POOE9EB6: Primary Supp Command Window

gl

| POOE9EB6: Manage Flash_

e

Captura by HernanSoft  88:01:37 PM 12/11/2012
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Manage Flash Allocation - Add zFlash Allocation

= Allocation can be done for a partition defined in any IOCDS or a partition not currently
defined.

= May be done after initial zFlash setup as necessary (such as when a new partition is
defined).

« Example of picking an existing partition:

Page 19

™ share_p12a.jpg - Windows Photo Viewer

Print

v E-mail

Burn ~ Open ~

@ Hardware
Messages

- __ Operating
POOEQEB6: Manage Flash Allocati ISR ST
M ges

!@ New Flash Allocation - POOE9EB6 lﬁxl

Perform
CPC Work _ Model
Partition Conversion
ONew:
o FRRTR. - Transmit
® Use existing: |APIVM1 Vital
Product Data
Allocation
Initial (GB): |16
. : Edit Frame
Maximum (GB): 1! 6 Layout
Storage increment (GB): 18
Available (GB) 1424 System
(Sysplex)
OK | | Cancel | | Help | Jimg
Input/output
(1/0)
Configuration

POOE9EBS6: Primary Support Element Workplace (Version 2.12.0)

CPC Configuration

View Hardware
= Configuration

Rebuild Vital
== Product Data

Nondisruptive
B~ Hardware
Change

MSQ
Processor Test

g Update HOM
== and VPD

[l],i, Channel PCHID
Assignment

= Cleanup
Discontinuance

@l{f Cryptographic
Configuration

@ Cryptographic
Management

Customize
Network
Settings

%, Display
\§° Adapter ID

FCP
@E Configuration

[, Flash Status
% and controls

Manage
&=a DataPower
X150z

[357 Manage Flash
0.
Allocation

n Manage zBX
Hardware

Prepare
System For
Discontinuance

Send

Processor
= Change

Notification

System
- Input/Output
' Configuration
Analyzer

(=]

POOE9QEB6: Welcome to t PODE9EB6: Primary Supp Command Window

POOE9EB6: Manage Flash

(o e Sy O ¢ | X

| Captura by HernanSoft ©8:03:02 PM 12/11/2012
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Manage Flash Allocation - Add zFlash Allocation

« Example of typing in a new partition name:

POOE9EB6: Primary Support Element Workplace (Version 2.12.0)

CPC Configuration

Hardware
Messages

Operating

POOESEB6: Manage Flash Allocati éQ_ﬁSystem

— Messages
E@ New Flash Allocation - POOESEB6 ‘

View Hardware
=2 Configuration

F— Rebuild Vital
= Product Data

Cryptographic
Configuration

@ Cryptographic
Management

X

. - Manage Flash
2 Allocation

Manage zBX
Hardware

Perform Nondisruptive Customize Prepare
CPC Worl . Model E-* Hardware Network 1 System For
Partition Conversion Change Settings Discontinuance
@ New: NEWPARTN
Transmit Sgnd
POOEOEB6 L CeslexistinG: 5 Vital 11\)»150 e Do g(lfplgy 5 =% giocessor
Product Data Tocessor Tes: apter ange
Notification
Allocation
Initial (GB): 32 System
Edit Frame fF— Update HOM FCP 5 Input/Output
Maximum (GB): 64| Layout —— and VPD Eﬁﬁ Configuration Configuration
Storage increment (GB): 16 Analyzer
Available (GB): 1408
MRIEEIRIGE) System Channel PCHID = Flash Status
(Sysplex) [I]"Iﬂ Assi d 1
Time ssignment and Controls
OK ‘ Cancel ‘ Help |
Input/output Manage
(1/0) gliiggggmuance =2 DataPower
Configuration X150z
(=]
POOE9EB6: Welcome tot POOESEBG6: Primary Supp Command Window POOE9EB6: Manage Flash Captura by HernanSoft 08:04:16 PM 12/11/2012 |
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Allocating z FLASH

w PET: Manage Flash Allocation - Mozilla Firefox: IBM iti p=ly
P
I| 1 9.12.16.164 | https://9.12.16.164/hmc/content?taskld=2408trefresh=6108
:> [@ Manage Flash Allocation - P87
4
) o Summary
Allocating Flash to a partition Alocated: 976 GB Storage increment: 16 GB
= The initial and maximum amount of Flash Available: 1872 GB Rebuild complete: 0%
. : . Uninitialized: 0 GB
Mem_ory _avallab_lg to a particular logical _ Unavailable: 0 GB
partition is specified at the SE or HMC via a Total 2848 GB
new Flash Memory Allocation panel
Partitions
= Can dynamically change maximum amountof | "  — Select Action — ‘N
Flash Memory available to a logical partition - :
artton Name | olaus ocal AXIMLUIm
Select| Partition Name Status 10CDS Allocated (GB) | M (GB)
= Additional Flash Memory (up to the maximum '. & R70 Active A0A1A2A3 48 2848
allowed ) can be configured online to a logical || © R71 Active A0A1A2A3 128 2848
partition dynamically at the SE or HMC W O R72 Active A0A1A2A3 48 2848
_ _ C RT3 Active A0A1A2A3 32 2848
= For z/OS this can also be done via an C  RT4 Active A0A1A2A3 80 2848
operator command O R75 Active A0A1A2A3 80 2848
_ _ O R76 Active A0A1A2A3 64 2848
= Can dynamically configure Flash Memory || o 7 Active AOA1A2A3 64 30
offline to a logical partition at the SE or HMC C  RTB Inactive A0 A1A2 A3 128 128
. . O RTF Active A0A1A2A3 32 64
= For z/OS this can also be done via an b —
operator command |
= Predefined subchannels, no IOCDS (OK | Apply | Cancel | Help |

© 2013 IBM Corporation
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Z FLASH Virtualization

= Full virtualization of physical
Storage Class
Flas_h_ PCle cards across Mematy (GEM) Storage Class
partitions, software sees an /0S /0S Memory (SCM)
Abstracted Flash Storage SCM ZIVoS ZIVoS SCM
Space... SPACE SPACE
e Allows each logical partition
to be configured with its botition
own SCM address space Maximum
e Allocate Flash to partitions
by amount, not card size oo
e Ability to change underlying Maximum
technology while preserving LP1 LP2
API
» No Hardware Specifics zNext
in Software.
e Error Isolation, Transparent Dal'iﬂaatirr]a&sgr?]rort;/e;vr\]/gen
mirroring, Centralized Storage Class Memory Partition
diagnostics, etc. is via EADMF (4KB or Initial
e Hardware Logging, FRU — ¢ 1MB blocks) I el
Call, Recovery: Pilir_t;_tl?n /
Independent of software \7e|1| :ﬁa

© 2013 IBM Corporation
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FLASH for z/OS Paging Value

*Flash Memory Is a faster paging device as
compared to HDD

*The value is NOT in replacing memory with Flash but replacing disk
with Flash

*Flash is suitable for workloads that can tolerate paging and will not
benefit workloads that cannot afford to page

*The z/OS design for Flash Memory does not completely remove the
virtual storage constraints created by a paging spike in the system.
(Some scalability relief is expected due to faster paging 1/0O with
Flash Memory.)

© 2013 IBM Corporation
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A z/OS Flash Configuration

AUX STORAGE AUX STORAGE
z/OS z/OS

FLASH FLASH

___ AN
LP1 LP2
Data Deconfigure Configure Data
SCM CHSC SCM CHSC

Firmwére Management of Adapte

Ffee (Initialized) Wm

IOP/HSA
zNext

Allocated SCM Pdﬂol Free (Not Initialized)

© 2013 IBM Corporation
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Typical Customer Configurations for FLASH

* Flash card pair memory size is 1.4TB
— Min: 1 Card Pair
— Max: 4 Card Pairs

*Typical customer configuration is 6 to 8 LPARs per CEC and
40GB - 80GB for paging configuration dataset size

*Even with 10 LPARs per CEC, each LPAR has 140 GB of Flash
Memory available for its paging datasets, more than double the
current typical customer configuration.

— All paging data can easily reside on Flash
— Data will preferably go to Flash and only go to disk (if any) when Flash is full
— No intelligent placement of data on internal Flash needed

© 2013 IBM Corporation
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Flash vs Disk Placement Criteria

Main Memory

l Evict Page

Check Data Characteristics (i.e
must reside on flash or must
reside on disk)

If data can reside on either:
check space availability

=Flash full
If space available on both check
response time statistics

=Flash is faster

R

FLASH

IBM Systems & Technology Group >

VL\
~

Paging Dataset
HDDs or SSDs

K_/A




Flash vs Disk Placement Criteria

PLPA At IPL/NIP time PLPA pages will be placed both
on Flash and disk.

VIO VIO data will always be placed on disk (First to
VIO accepting datasets with any spillover
flowing to non-vio datasets)

Pageable Large Pages If contiguous Flash space is available, pageable
large page will be written to Flash.

If Flash is not available in the system
configuration pageable large pages will be
backéd with 4k page frames.

All other data If available space exists on both Flash and
disk then make a selection based on
response time.

© 2013 IBM Corporation
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z/OS FLASH Use Cases

"Paging
«z/OS paging subsystem will work with mix of internal Flash and
External Disk
—Self Tuning based on measured performance
—Improved Paging Performance, Simplified Configuration
*Begin Paging 1 MB Large Pages only on Flash

—Exploit Flash’s random IO read rate to get CPU performance by enabling
additional use of Large Pages. Currently large pages are not pagable.

*Begin Speculative Page-In of 4K Pages, 1MB Pages only on Flash

—Exploit Flash’s random 10 read rate to get Improved Resilience over
Disruptions.

—Market Open, Workload Failover

© 2013 IBM Corporation
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Flash Memory Usage and Invocation

* New PAGESCM= keyword in IEASYSxX
defines the amount of flash to be reserved for

paging
 Value may be specified in units of M, G, or T
« NONE indicates do not use flash for paging

« ALL (default) indicates all flash defined to the
partition is available for paging

© 2013 IBM Corporation
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Flash Memory Usage and Invocation (cont)...

*New messages issued during IPL indicate the status
of SCM

® IARO31I USE OF STORAGE-CLASS MEMORY FOR PAGING IS ENABLED -
PAGESCM=ALL, ONLINE=00065536M

OR

* JARO032TI USE OF STORAGE-CLASS MEMORY FOR PAGING IS NOT ENABLED -
PAGESCM=NONE

© 2013 IBM Corporation
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Flash Memory Usage and Invocation (cont)...

*The D ASM and D M commands are enhanced
to display flash-related information/status

D ASM lists SCM status along with paging data set
status

D ASM,SCM displays summary of SCM usage

D M=SCM display SCM online/offline and increment
Information

D M=SCM(DETAIL) displays detailed increment-
level information

© 2013 IBM Corporation
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Display ASM Command

d asm

IEE200I 17.17.46 DISPLAY ASM 944

TYPE FULL STAT DEV DATASET NAME

PLPA 100% FULL O0O2E6 SYS1.PLPA.PAGCOM
COMMON 61% OK 02E6 SYS1.COMMON.PAGCOM
LOCAL 0% OK 098E SYS1.LOCAL.PAGEP2
LOCAL 0% OK 0987 SYS1.LOCAL.PAGEP3
LOCAL 0% OK 098F SYS1.LOCAL.PAGEP4
SCM 11% OK N/A N/A

d asm,scm

IEE207I 17.35.02 DISPLAY ASM 947

STATUS FULL SIZE USED IN-ERROR
IN-USE 11% 16,777,216 2,090,144 0

© 2013 IBM Corporation
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Flash Related Commands

D M=SCM

IEE174117.57.26 DISPLAY M 230
STORAGE-CLASS MEMORY STATUS
80G DEFINED

ONLINE

0G-64G

16G OFFLINE-AVAILABLE

14% IN USE

SCM INCREMENT SIZE IS 16G

D M=SCM(DETAIL)

IEE174117.57.30 DISPLAY M 232
STORAGE-CLASS MEMORY STATUS - INCREMENT DETAIL
80G DEFINED
ADDRESS IN USE STATUS
0G 55% ONLINE
16G 0% ONLINE
32G 0% ONLINE
48G 0% ONLINE
ONLINE: 64G OFFLINE-AVAILABLE: 16G PENDING OFFLINE: 0G
14% IN USE
SCM INCREMENT SIZE IS 16G

CF SCM(16G),ONLINE

IEE1951 SCM LOCATIONS 64G TO 80G ONLINE
IEE712I CONFIG PROCESSING COMPLETE

© 2013 IBM Corporation
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Flash Memory Usage and Invocation (cont)...

- The CONFIG ONLINE command is enhanced to allow
bringing additional SCM online

- CF SCM(amount),ONLINE

« CF SCM(16G),online

— |IEE1951 SCM LOCATIONS 64G TO 80G ONLINE
— |IEE712] CONFIG PROCESSING COMPLETE

. The CONFIG OFFLINE command i1s enhanced to allow...

- CF SCM(amount),OFFLINE
- CF SCM(start_range-end_range),OFFLINE
Requires APAR OA40968
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Flash Memory Usage and Invocation (cont)...

=)
. e
2012200 17.27.02 RT1 IEE200I 17.27.02 DISPLAY RSM 143 a| P387T:RM I
TYEFE FULL STAT DEV DATASET NIME |
FLFA J8% QK 2002 S5YS51.R71.FLPA
COMMON 6% Q0K 2002 5YS51.R71.COMMON
LOCAL 0% Q0K 2003 S5YS1.R71.LOCAL
LOCAL 0% 0K 2021 S5YS1.R71.1LOCALL
LOCAL 0% QK 2261 5Y¥51.R71.LOCAL4
LOCAL 0% QK 2269 5Y¥51.R71.LOCRLL
SCM 0% 0K N/R H/A I
FAGEDEL COMMAND IS NOT ACTIVE i
2012200 17.27.45 R71 IEE207I 17.27.45 DISPLAY ASM 148
STATUS FULL SIIE
IN-USE 0% 33,554,432
2012200 17.28.04 R71 IEE174I 17.28.04 DISPLAY M 150
STORAGE-CLASS MEMORY STATUS
2848G DEFINED
ONLINE
0E-128G
1872G QFFLINE-AVAILABLE
0% IN USE
SCM INCREMENT SIZE IS5 1&G

Command:

[ | Priority {select this when responding to priority {red) messages)

Send Respond Delete

Close Help
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Flash Memory Usage and Invocation (cont)...

e L =)
2012200 17.30.15 R71 TEE1741 17.30.15 DISFLAY M 1&3 ~| PBT:RM
SIORAGE-CLASS MEMOBY STATUS - INCREMENT DETAIL ]
I 28485 LEFINED
I ADDRESS 1IN USE STATUS
0G 0% ONLINE
1aG 0% CONLINE
i 232G 0% ONLINE
458G 0% CONLINE
864G 0% ONLINE
g0G 0% ONLINE
8aG 0% ONLINE
112G 0% ONLINE
CHLINE: 128G OFFLINE-AVAILABLE: 1872G FENDING OFFLINE: 0G
0% IN U3E
SCM INCEEMENT SIZE I3 l&G
i
i [Command: |d m=3cm{detail)
|
|| [_] Priority (select this when responding to priority (red) messages)
Send Respond Delete
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RMF Updates

RMF Monitor |l Page Data Set Activity Report includes
SCM activity (RMF Il - Resource — PGSP):

RMF - PGSP Page Data Set Activity Line 1 of 4
CPU= 1 UIC= 65K PR= 0 System= 4381 Tota

S VOLUME DEV DEV $SLOTS PAGE I/0 REQ AVG PAGES 10:21:00
T SERIAL NUM TYPE IN USE TRAN TIME RATE PER I/O V DATA SET NAME
P PAGCOM 02E6 33903 100.0 ------ —=-——-- 0.000 SYS1.PLPA.PAGCOM
C PAGCOM 02E6 33903 63.04 ---—— —————-—- 16.500 SYS1.COMMON . PAGCOM
L PAGEP2 098E 33903 0.00 -—---—— ——-———- 0.000 Y SYS1.LOCAL.PAGEP2
S N/a N/A N/A 8.58 -———---  —------ 10.939 N/A
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RMF Updates (cont)

RMF Monitor Ill STORF Report includes SCM usage in
'‘Aux Slots’ count (RMF lll - Resource — STORF):

RMF V2R1 Storage Frames Line 2
Samples: 100 System: 4381 Date: 05/09/13 Time: 10.48.20 Range: 100
Service -- Frame Occup.-- - Active Frames - AUX PGIN

Jobname C Class Cr TOTAL ACTV IDLE WSET FIXED DIV SLOTS RATE

J273 S SYSSTC 8332 8332 0 8332 734 0 0 0
OMVS S SYSTEM 6560 6560 0 6560 241 0 0 0
HZSPROC S SYSSTC 3996 3996 0 3996 151 0 0 0
XCFAS S SYSTEM 3637 3637 0 3637 872 0 0 0
PGOUT30L S SYSSTC 3551 0 3551 0 70 0 30 0
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zFlash SVC Dump - RMF Page Data Set Report
Example

» RMF Page Data Set report: average over 6 minutes

PAGE DATA SET ACTIVITY

z/0S VIR13 SYSTEM ID P41 DATE 10/09/2012 INTERVAL 05.59.585
RPT VERSION V1R13 RMF TIME 14.30.28 CYCLE 0.050 SECONDS

NUMBER OF SAMPLES = 7,190 PAGE DATA SET AND SCM USAGE
PAGE % PAGE v
SPACE VOLUME DEV DEVICE SLOTS ---- SLOTS USED --- BAD IN TRANS NUMBER PAGES I
TYPE SERIAL NUM TYPE ALLOC MIN MAX AVG SLOTS USE TIME IO REQ XFER'D O DATA SET NAME
PLPA 41PAGO 5473 33903 98999 14655 14655 14655 0 0.00 0.000 0 0 SYS1.P41.PLPA
COMMON 41PAGO 5473 33903 89999 61 61 61 0 0.00 0.000 2 32 SYS1l.p41.COMMON
LOCAL 41PAGO 5473 33903 410399 0 0 0 0 0.00 0.000 0 0 Y SYS1.P41.LOCAL
SCM N/A N/A N/A 33554K 6030K 6108K 6061K 0 4.24 0.000 721516 17.19M N/A
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SVC Dump Statistics

* VERBX IEAVTSFS

« Shows total dump capture time, system/task non-
dispatch time, page operations required to dump
requested address space (real-to-real copies, page-ins,
etc)
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SVC Dump Statistics (cont)

Dump start 10/09/2012 14:30:29.867495
Dump end 10/09/2012 14:30:44.224584
Total dump capture time 00:00:14.357089

System nondispatchability start 10/09/2012 14:30:29.870030

System set nondispatchable 10/09/2012 14:30:29.870048

Time to become nondispatchable 00:00:00.000017
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SVC Dump Statistics (cont)

Asid 0071:

Local storage start 10/09/2012 14:30:30.424083
Local storage end 10/09/2012 14:30:43.011936
Local storage capture time 00:00:12.587853

Tasks reset dispatchable 10/09/2012 14:30:43.011944
Tasks were nondispatchable 00:00:12.587861

Defers for frame availability 0

Pages requiring input I/0 170196

Source page copied to target 16987

Source frames re-assigned 566614

Source AUX slot IDs re-assigned 15749
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Manage Flash Allocation - Change zFlash Allocation

« Allocated can only be changed for inactive partitions (APIVM2) or undefined partitions

(NEWPARTN)

« Changing Allocated results in loss of data

« Changing allocations for an inactive partition:

POOE9EBG: Primary Support Element Workplace (Version 2.12.0)

CPC Configuration

=k

Hardware View Hardware @5 Cryptographic [ Manage Flash
—.d] Messages B Configuration i Configuration @ Allocation
g g g
POOEYEB6: Manage Flash Allocation <]
= f— Rebuild Vital @ Cryptographic ;HE Manage zBX
|@ Manage Flash Allocation - PODESEB6 ‘ == Product Data Management ~l Hardware
Summary Nondisruptive Customize Prepare
Allocated: 584 GB Storage increment: 16 GB h :. Ig}?;iwsre g:gg’;’r?ﬂ; SD}i,:f:(;II?til;?Jrance
Available: 1360 GB Rebuild complete: 0% g g
g Bninitie:lif:‘ed: Ogg Send
navailable: 0 MSQ Display Processor
POOE9EB6 Total: 1424 GB Lta E‘ Processor Test \<\>0 Adapter ID =2 Change
Notification
Partitions
— —— = System
@ | |- Select Action A 5 F— Update HOM FCP |, Input/Output
Select | Partiion Name | Status | IOCDS Allocated (GB) | Maximum (GB) == and VPD EQI‘E Configuration Configuration
c  APIVMI Active A0 18 18 Analyzer
& | APIVM2 Inactive A0 [18 [32 - N
anne! = as! atus
©  NEWPARTN 32 64 [IHD Assignment and Controls
Refresh
ut Cleanup Manage
oK | | Appl Cancel | | Hel ; ; &2 DataPower
poly | | P ion B Discontinuance —S=u8 -0
| =1z
POOE9EB6: Welcome tot POOE9EB6: Primary Supp Command Window POOE9EB6: Manage Flash Captura by HernanSoft 08:07:27 PM 12/11/2012 |
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Manage Flash Allocation - Change zFlash Allocation

« Changing allocations for an active partition (notice only the maximum can be altered):

POOEYEBG: Primary Support Element Warkplace (Version 2.12.0)

X
CPC Configuration

] Hardware View Hardware Cryptographic Manage Flash
=l Messages B Configuration Configuration |22 Allocation

POOE9EB6: Manage Flash Allocation 1<

f— Rebuild Vital Cryptographic 77| Manage zBX
€ Vovagement L Hardw,

‘@ Manage Flash Allocation - POOESEB6 ‘ = Product Data Management | Hardware
Summary Nondisruptive Customize Prepare

Allocated: 64 GB Storage increment: 16 GB ﬁ (P:I}?rdware Igeg?ork gl SDysteInt_FOI"

Available: 1380 GB Rebuild complete: 0% t ange ettings 1scontinuance

E Uninitialized: 0 GB Send
Unavailable: 0GB MSQ Display Processor
GlEEEED Total: 1424 GB t Pracessor Test \'é@’ Adapter ID = Change
pta Notification
Partitions
T 5 System
#/ | [~ Select Action % >~ Update HOM FCP . Input/Output

Select Partition Name |Status |IOCDS |Allocated (GB) Maximum (GB) = and VPD @E Configuration Configuration

& APIVMI Acive A0 16 16 Angtyzer

o APIVM2 Inactive AO 16 32 )

Channel PCHID = Flash Status

O NEWPARTN 32 B4 [IHE Assignment and Controls

Refresh
ut Cleanup . Manage
OK | Apply | Cancel || Help E o ; s DataPower
| | | ion Discontinuance m==a X502
G

POOE9EBG: Welcome tot POOE9EB6: Primary Supp Command Window O A UCTEENACE N Captura by HernanSoft 08:06:57 PM 12/11/2012 |
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« Remove Allocation can only be performed for an inactive partition
« All data will be lost

« A warning message will be issued and confirmation required before
the Remove Allocation is done
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Manage Flash Allocation - View Partition to PCHID Map

« Shows information for all PCHIDs

« SE and HMC

@ View Partition to PCHID Map - POOMNXK4

B | [—--SelectAction - c] |
,. | 'Adapter A Adapter B
Partition Name iStatus PCHID |PCHID i
LPO1 Inactive 0300 032C
LP02 Active 0300 032C
NEWPARTN 0300 032C
| ' Total: 3
[Cioss.| [Ee]
R
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zFlash PCHID Details

« Display information for one PCHID

= SE only

POOE9EB6: Primary Support Element Workplace (Version 2.12.0) Egﬁ

Change Management

LPAR Internal

) Hardware ol Code Change | Manage zBX Internal Code
= Messages & I
POOE9EB6: PCHID Details O Utility
= _— Operating Force Channel Query Channel/Crypto
‘@ L s |3 PCHID0580 ‘ 'LJ System z Internal Code [I]'iﬂ Configure
R TR Messages Change Off/On Pending
Informati Stat
nl ™ on_ i u_s Change o= Authorize Internal Query Internal Code Changes
: Instance information Internal Code & Code Changes = Pending Power-on Reset
T Status:Operating
[ Define Clonable
Type:
. ype: Flash Express Internal Code Save/Restore
0580 Online Cage-Slot-Jack:Z22B-LG01-J.01 - 02 == ] avels Feature On Demand
Operating
fAppiy! | | Advanced Failities... | | Cancel | | Help | Analyze == Alternate [I],_Iu Selective Channel Patch
=2 Internal Code ="E Support Element Controls
Query Coupling .
;Syfstem u 48, Facility gpecgy _C(;ncurrent Upgrade
ftormaggon Reactivations YIC goln
Edit LPAR
g [nternal g}éeg];dencies
Code Change P
(==l r=]

POOE9EB6: Welco POOESEB6: Prima Command Windo POOE9EB6: Perfor POOESEB6: Altern Wl sREG@l[BR Captura by Herna 08:54:32 PM 12/11/2012 |
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View Flash Allocations Task

Display information for one partition

= SE only

LPO1 mmwep]

ZAWARE ZAWARE2

u POOMNXK4: View Flash Allocations > )

Channel Operations

H Hardware

== Messages

Operating

S) stem

IMQ View Flash Allocations - LP01

"

Partition: LPO1

| Total: 1 Filtered: 1

o | [--— Select Action --- ¢ ]
Ei?;t:::nt . /Adapter A _|AdapterB _|Logical .
PCHID PCHID Block Address
Number l
0 0300 032C 0 |

Close Heip

-Ig: Configure
Ofs On/O ff

b‘ Release

Service
G
On/Off
Reset

!l- Error
Thresholds

Show
LED

3 Advanced

BZH Facilities

=lol x|

=N

e Swap
!] !’ Channel Pz

A!] Reset Swar,
!] Channel Pz

[g..: Reassign
" B Channel Pz

Channel

Problem
Determinat

@ View Flash
Z View Flash
— ] Allocations

& m

v

s

-_——
Command Windo Start Driver Wind POOMNXK4: Welc POOMNXK4: Prim [TV 03:09:42 PM 05/01/2012 |

Page 48

3/12/2014

SHARE Session 14726

IBM Systems




View Flash

« For the selected PCHID, shows you some physical and allocation details

« SE Only

POOE9EBG6: Primary Support Element Workplace (Version 2.12.0) Egﬁ

Channel Operations

POOE9EBG6: View Flash R vare

!]'A!l Swap Channel Path

= . iages
‘@ View Flash - PCHID0580 ‘

i;mg ~g Reset Swap
PCHID: 0580 '/a - !] !I Channel Path
Serial number:  26L034 ag

Card location:  Z22B-L.G01-J.01 - 02

\qure On/Off @-.é Reassign

POOI Channel Path

Partner PCHID: 05AC
= Serial number:  26L085 Lse Channel Problem
L_-'— Card location: Z22BLG14-J.01 -02 Determination
UEEIIRONEER  05AC Online )
Operating Operating Incrementsize: 16 GB ice On/Off View Flash
# o Action zhirliiosr View Flash Allocations
) " Partition
Logical Partition |———
Block Address Name ; LED
Number
0 APIVMA1 0 nced
1 NEWPARTN 1 ities
2 NEWPARTN 2
3 APIVM2 3
Total: 4
Close Help
| S3x>)
\ POOE9EB6: Welcome to the Prim POOE9EB6: Primary Support Ele gl sHREN F\ash Captura by HernanSoft 09:43:08 PM 12/12/2012 \
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System Activity Display (SAD) / Monitors Dashboard

« Zflash is not supported by System Activity Display (SAD)

=« It is supported by Monitors Dashboard. Refer to the new “Adapters” table in the lower right.

P99: Monitors Dashboard

’E~ Monitors Dashboard
T == S S R R e o =
Aggregated Processors Processors
| - Selct Action --- 3, ¥ | Fik | - Select Action --- zJ v | Fiter
o~ [T A | Al Frocsssce Usge o) ~ | sharsa Frocsssce Usage (%) ~ | |seled ~ [nams A | Procsssor usage e ~ |
[~ AiTypes B PR | || ~ cro 1 4 =
 cp L + N 4 | ~ cror N 4
| Page 1 of1 Max Page Size:[100 | | Tolal:2 Alterec:2 Displayed:2 Selected:0 r &rog L x!
[ crz W 6
[ | cPos | 1 o
Page 1001 Max Page Size:[100 | Total:44 Altered: 44 Displayed: 44 Seleded:0
System Assist Processors Logical Partitions
| -- Select Action --- <) v | Fiter | - Select Action --- < ~ | Fiter
seled ~ |mame A | Procsssor Usage o) ~ | \ seled A [mame A~ | Processor Usage (a) A |21 Paging Rate pagesseconc) ~ 1 \ —
(5 sapoo | 1 (] sakce MW 5 A
- sapor | 1 [ sakoa W 6
sapoz | 1 - sais A 5
[ sapos | 1 r saia W 7 [
[~ sapos | 1 (1 [ | sAkzs o |
Page 1001 nax Fage size:[ 100 Tolal:7 Aiterect:7 Displayed:7 Seleded:0 Page 1ci1 nax Page Size:{ 100 Total:8 Altersci:d Displayed:s Seledsd:0
Channels Adapters
[ - Select Action --- z) ~| Fitar | --- Select Action --- c) ~ | Fiter
Seled ~ [CSSCHPID A | LPARS A | Total Channel Usage o6 =~ | selet A [channsiin A [Typs ~ | Acapter usage ) ~ =
[ oo shared | 1 a [T | osso Flash Express [N 34
™ oot shared | 1 [ osac Fiash Express NN 34
[ ooz Shared o [ osco Fiash Express [ NGN_G_N 32
[ |oo3 Shared o | [1 |osc Fiash Express NN 3z
5] 0.09 Shared o [9 Page 1 ot Max Page size:[ 100 Total:4 Altered: 4 Displayed: 4 Seledsd:0
Page 1001 Max Page Size:| 100 Total:44 Alterec: 44 Displayed: 44 Seleded:0

Close Hep

¥) P99: Prim | Command | Logloop [£2 P99: Vie [£2 ODT - My [¥2 P99: Har |2 P99: Har |
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Console Events

= Eventlogs will be generated when a flash allocation is added, changed or removed:

Page 51

el S b

=| View Console Events

Date

05/03/2012 20:58:36.520

105/03/201 2 20:58:03.650

05/03/2012 20:53:44.070

:05/03/201 220:53:42.110
105/03/2012 20:53:36.840

05/03/2012 20:53:36.150

105/03/201 2 20:53:05.220
105/03/2012 20:53:05.210

05/03/2012 20:53:04.950

105/03/201 2 20:51:58.060

05/03/2012 20:51:58.050

105/03/201 220:51:49.080

05/03/2012 20:51:46.950

05/03/2012 20:48:47.350
|05/03/2012 20:48:43.080

INE/N2/2N12 2N:AR-NT7 7AN

‘ ~ | Events
‘05/03/201 221:05:10.080
‘05/03/201 2 21:04:36.970

¥ | Filler

A Flash Memory Allocation was removed for logical partition LP1.

A Flash Memory Allocation was changed for logical partition LP1.

Not in Service Required State.

A Flash Memory Allocation was added for logical partition LP1.

Not in Service Required State.

A change of system performance values has completed successfully.

Not in Service Required State.

A change of system performance values has started that will restore performance to
normal capacity. 3

Cleanup discontinuance ended

Cleanup discontinuance started

The system clock has changed.

Rebuild of VPD is only partially complete.

Notin Service Required State.

The CP Cryptographic Assist functions have been enabled successfully.
Rebuild VPD started.

Not in Service Bequired State.

A0 was made the active input/output configuration data set (IOCDS).

The following disruptive operation started: Power on reset. It was requested by

>

[T > 1

Page 1 of 1 Max Page Size:|500 Total: 266 Filtered: 266 Displayed: 266
Cancel Refresh ’ Help |
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Security Logs

= Appropriate security logs will be generated for zFlash-related actions.

« Examples:

View Security Logs [i]

Searchv Options + Help~

‘Select iDate Time 'Security Event
: @ 4/29/12 19:03:40.320 *A Flash Memory Allocation was changed for logical partition CFO1.
T O 4/29/12 19:02:59.460 *A Flash Memory Allocation was added for logical partition CF01.
. O 4/29/12 18:58:33.020 *A Flash Memory Allocation was removed for logical partition LP02.
‘ A concurrent resource change has resulted in a change to the processor
‘ speed.
T ) 4/2912 18:57:11.630 *Power-on reset was successful.
. O 4/29/12 18:41:58.720 A1 was made the active input/output configuration data set (IOCDS).
Changed write protect of input/output configuration data set (IOCDS)
STARTER in A1 to ON.
ol ) Changed write protect of input/output configuration data set (IOCDS)
\ O |4izef12 18:41:58.880/ 0 0T L S8 T

) 4/29/12 18:41:55.060 Power-on reset started. R
User pedebug has logged on from the console to session id 2. The
user's maximum role is "Product Engineering Tasks".

Ly 4/29/12 18:38:47.610 Power-on was nerformed. |
* - Denotes additional data for an event. Click "Details..." to display.

Details... | how Eatlier Events, | [ Show Later. Events | Security log is 1% full

‘ O 4/2912 18:57:16.500

‘ O 4/29112 18:41:58.680

‘ O 4/29/12 18:41:19.250
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« Adapter States: « Port States:

— Not Installed — Unknown
— Online — Operational
— Online in progress — Service
— Offline — Dangling
— Offline check stopped — Check stopped
— Offline in progress — Configuration error
— Online check stopped — Entering service mode
— Service — Exiting service mode
— Configuration error — Repair in progress
— Not installed

« Array States:
— Not formatted
— Format in progress #% complete
— Unformat in progress
— Formatted
— Configuration error
— Rebuild in progress #% complete
— Exposed
— Unformat required
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Configure the zFlash Adapter On/Off (Service Personnel Only)

Configure the adapter online or offline.

E GUSRDADS6: Flash Status and Controls e i <)
@ Flash Status and Controls - GUSRDADG6
Options »
Create Pair 7 B 4
( Disband Pair i ‘ 1 -—-Select Action --—- ¢ ‘ ‘
- Unformat v ] i - ] ] |
m° ; = I Slot ~ Adapter State ~ Array-config State ~ Port A State ~ Port B State ~| 7

Adapter Service Off 01-J.00 ‘Onllne
Port A Service TB-LG14-J.00 Online

»

’ .
Port B Service y 01B-LG25-J.00 Online
S U360 Z01B-LG33-J.00 Online

Unformat Required
Unformat BRequired
Unformat Required
Unformat Required

/0000, Operational 0000. Operational

0000, Operational 0000, Operational
0000. Operational 0000, Operational
0000, Operational 0000, Operational

[ Bairesh] [uCancal] ksl
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[ln]]
1Y)
nil
i

Adapter Service Mode (Service Personnel Only)

Enter adapter service mode or exit adapter service mode, they are both disabled right now
because the adapter status in Online.

| = | GUSRDADS: Flash Status and Controls I

Flash Status and Controls - GUSRDADG

Options =

| Create Pair
Disband Pair B | | - SelectAction — ¢ |

H  Unformat ' :

k Configure 7 age-Card Slot ~ | Adapter State ~ | Array-config State ~ Port A State ~|Port B State =
e —— :,_‘.: -J.00 Online Unformat Required 0000, Operational 0000, Operational
F’nrtASewicleh b Exi I-J.00 Online Unformat Required 0000, Operational 0000, Operational
B H B orviag y [T B-C=25-J.00 Online Unformat Required 0000, Operational 0000, Operational
T U360G Z01B-LG33-J.00 Online Unformat Required 0000, Operational 0000, Operational

Refresh | Cancel | He'lp |
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[[om]]
UIL
1

Port Service Mode (Service Personnel Only)

« Enter Port A service mode or exit Port A service mode, the exit is disabled currently because
the port is currently in operational state.

= Port B Service behaves the same way.

- GUSRDADSG: Flash Status and Controls <]
Flash Status and Controls - GUSRDADG
Options =
| Create Pair i
Disband Pair o | -— Select Action — | o |
- Unformat ' :
k Sarliggurs 2 age-Card Slot ~ Adapter State ~ | Array-config State ~ Port A State ~ Port B State =
Adapter Sarvice b 01B-LGO01-J.00 Online Unformat Required 0000, Operational 0000, Operational
i Enie: -J.00 Online Unformat Required 0000, Operational 0000, Operational
Port B Service »| Exit 5-J.00 Online Unformat Required 0000, Operational 0000, Operational
3 U3e0 ZUTBLG32-J.00 Online Unformat Required 0000, Operational 0000, Operational

Refresh | Cancel | Help |
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Flash Express Performance Results

+ All performance information was determined in a controlled environment.
* Actual results may vary.

+ Performance information is provided “AS IS” and no warranties or guarantees are expressed or implied by IBM.

—

o
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Flash Express Performance Test Setup

e 7/OS Tests were designed to demonstrate flash performance under paging
workloads that are typically encountered in a z/OS enterprise environment

— SSD performance is not only about the number of IOPS but about steady
performance over time and consistent latency

e Preconditioned SSDs with random-write 10 engage the device's wear
leveling, error handling, and flash management algorithms

— Comparison DASD Characteristics used current device configurations
e DS8800 model 2107-951
e 60 GB cache, cache hit rates of 95-100% were observed during the tests

e DASD was not shared with any other systems and did not have any I/O
traffic other than the paging traffic used for these tests

e Configured 16 local page datasets spread across 8 LCUs
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Flash Express Performance Benefits

Test Results
e FLASH paging benefits

— Improved availability through faster paging
at critical times

e Faster workload transitions (e.g.; morning startup)
— meaning less time to reach peak transaction rates

e Faster SVC dumps (reduced non-dispatchable time)
— meaning higher availability — more transactions
can be run
e Pageable Large Page benefit

— Java realizes performance benefits from use

of large 1MB pageable pages

e Large pages benefits for JIT Code Cache, 31 bit Java
applications

¢ No authorization needed to access fixed large pages
e Approximately 5-8% CPU improvement from PLP
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Workload Configuration Block Diagram
Building block — A WAS instance accessing CICS and DB2

Each WAS instance has a WAS Control Region and 3 WAS Servant Regions.
Each WAS Control Region has a 0.5GB heap plus a JIT Code cache.
Each WAS Servant Region has a 2GB heap plus a JIT Code Cache.

WAS Control Region (0.5GB heap)

WAS
Servant
Region

(2GB heap)

WAS
Servant
Region

(2GB heap)

WAS
Servant
Region

(2GB heap)

CICS transactions

DB2

2-book zEC12

Test Configuration

* WAS 7 (3 servants each with two

GB heap) + 1 control region (.5
GB Heap)

« CICSV4.2,DB210 on a zEC12

+ Storage: DS8800 2107-951 with

60GB cache, very fast device

+ Tests simulated morning

transition time typical of trading
or call center work

* SVC dump measurements were

taken for an 18 GB dump.
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I. Morning Transition
Transition from night batch to OLTP

WAS workload to CICS and DB2 represents OLTP work which is then
stopped
Simulated overnight work consumes real storage pushing other

P

ades out

AS|1 AS|2 AS|3

CICS Transactions

DB2

Night Work

Workload

—— "t

~21GB is
pushed
out to
Auxiliary
storage
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Morning Transition - Transition from night batch to OLTP

The “Night Work” is then stopped and OLTP work is started (WAS 1 and WAS 2)
Measure the time needed to bring the OLTP work to full speed. @

AS ~14GB is

paged
back in
from
Auxiliary
storage

WO rkl Oad © 2013 IBM Corporation
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Morning Transition - Results

% During morning transition, workloads using Flash Express reached peak throughput in under
1/4th the time

10 - - - Paging to
. 110 sec. 34 seconds DASD
required
81 about 44
21 seconds for
= the workload
| to reach
2 5 steady state
§ u === Tran/sec DASD ]
g 41 —— Tran/sec Flash Paging to
= Flash
1 required only
10 seconds
for the
workload to
-+ reach steady
()] o™ N~ i Ln (@] ™ N~ i Lo ()] ™ N~ i Ln ()] ™ N~ — Ln (@]
Seconds
Workload © 2013 IBM Corporation
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Morning Transition - Results Apparent in First 45 Seconds

Transaction completion & response

time DASD Flash | Improvement
Total Transactions _
within first 45 seconds 251 343 | 37% increase
A\_/e_ra%_e response time 90% _
within first 45 seconds 0.62 0.06 reduction

Units in seconds

% Paging to Flash Express during morning transition showed up to a 10
times faster response time and up to a 37% increase in throughput within
the first 45 seconds

(1) Test was for the first 45 seconds of morning transition time@ N
2013 IBM Corporation
Workload
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I1I. SVC Dump
SVC dump with pages out

Three of four WAS instances were active.
One WAS instance was stopped and most pages were paged out.

Page-out
© 2013 IBM Corporation
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SVC Dump- Diagnostics capture

Capture an SVC dump of WAS instance 3 and 4, and DB2. @
Measure the capture time for the SVC dump.

SVC
Dump

© 2013 IBM Corporation
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SVC Dump - Results

*Flash Express SVC dump elapsed time was up to 25% shorter

SVC Dump Metrics
SVC Dump size (in bytes):
% of pages from Aux storage:

DUMP Elapsed time:

“Max address space
non-dispatchable seconds

System non-dispatchable seconds

Let’s graph these results....

DASD

18GB

50%

189

58.89

1.34

Flash

18GB

53%

143

13.74

0.55

© 2013 IBM Corporation
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SVC Dump - Results

In SVC dump test, steady state performance was achieved up to 4 times

faster *

Transaction Rate

Steady Steady state
10 14 Sec. state 60 SeCnAQn

COACO LI7 \\JLJ

°1 NMW

Seconds

Tran/sec DASD —— Tran/sec Flash

* Transaction steady state was reached in 14 seconds with Flash Express, vs. 60 seconds DASD

Focus on
first 90
seconds.

© 2013 IBM Corporation



zFlash SVC Dump — Page-in Rate

» Peak page-in rate with Dasd: 75,000 pages per sec
» Peak page-in rate with SCM: 260,000 pages per sec

300000.0
250000.0
$ 200000.0
(7]
4 — Dasd
< 150000.0
- — Flash

9
o 100000.0

50000.0

0.0

1 35 7 91113151719 2123252729 31333537 3941 43 4547 49 51 53 55 57 59 61 63

Seconds
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zFlash SVC Dump — CPU Usage

» CPU peaks correspond to peaks in page-in rates
= Several peaks when using DASD while one peak when using SCM

120

100

80

—— Dasd
60
—— Flash

CPU%

40

20

1 3 5 7 9111315171921 23252729 3133 3537 39 41 43 45 47 49 51 53 55 57 59 61 63

seconds
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zFlash SVC Dump - RMF Page Data Set Report Example

» RMF Page Data Set report: average over 6 minutes

z/0S VIR13

NUMBER OF SAMPLES = 7,190

PAGE
SPACE VOLUME DEV DEVICE
TYPE SERIAL NUM TYPE

PLPA 41PAGO 5473 33903

COMMON 41PAGO 5473 33903

LOCAL 41PAGO 5473 33903

SCM N/A N/A N/A

71

SLOTS
ALLOC

98999

89999

410399

33554K

PAGE DATA SET ACTIVIT

SYSTEM ID P41 DATE 10/09/2012
RPT VERSION V1R13 RMF TIME 14.30.28

PAGE DATA SET AND SCM USAGE

% PAGE

—-——-- SLOTS USED --- BAD IN TRANS
MIN MAX AVG SLOTS USE TIME
14655 14655 14655 0 0.00 0.000
61 61 61 0 0.00 0.000

0 0 0 0 0.00 0.000
6030K 6108K 6061K 0 4.24 0.000

NUMBER
I0 REQ

721516

INTERVAL 05.59.585
CYCLE 0.050 SECONDS

Y
PAGES I
XFER'D O DATA SET NAME

0 SYS1.P41.PLPA

32 SYS1l.p41.COMMON

0Y SYS1.P41.LOCAL

17.19M N/A

© 2013 IBM Corporation
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Stand-Alone Dump

72

« Improvements in Stand-Alone Dump time when dumping data that are paged out

« QOverall 37 second reduction in dump time due to faster page-in of data from aux
when using Flash representing approximately a 19% reduction in total dump time
for an 36 GB dump

Tests Total dump Paging 1/0O Batch Total GB GB of
time wait time read rate | dumped data
In minutes In seconds MB/sec from
/-\ aux

DASD Page | 00:03:12.92 ﬁ0:00141.30 438.06\ 36.2 17.7

data sets

(DS8800)

Flash for 00:02:35.03 1612.30 36.3 16.3

paging /

© 2013 IBM Corporation



= Benefits of large pages:
— Better performance by decreasing the number of TLB misses that an application incurs
— Less time spent converting virtual addresses into physical addresses
— Less real storage used to maintain DAT structures

» Fixed large pages vs pageable large pages:
— Fixed large pages are backed at allocation. Pageable large pages are backed when
referenced.
— Use of fixed large pages for unathorized users is controlled by a RACF profile
(IARRSM.LRPAGES). No RACF authorization to use pageable large pages.
— Fixed large pages stay as 1 MB pages while pageable large pages may be demoted to
4K pages in certain situations.

= Performance:
— Java: performance with pageable 1MB large pages is equivalent to 1MB fixed large
pages for java heap: up to 8% ITR impact
— IMS using pageable large pages: up to 1% system ITR improvement.
— DB2 using pageable large pages: up to 3% system ITR improvement.

73 © 2013 IBM Corporation
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Pageable 1MB Frames — Example from IBM Brokerage workload

All of buffer pools are backed by real storage — DB2 10
— zZEC12 16 CPs, 5000-6000 tps (simple to complex transactions)
» 120GB real storage with 70GB LFAREA configured for 1MB measurements

— 1MB Pageable frames are 2% better than 4KB pageable frames for this workload
» 70GB buffer pools are used, 8-10 sync I/O per transaction

— 1MB frames with PageFixed is the best performer in general

Total DB2 CPU Time per Transaction

1.7

@ 1M Fixed
[ 1M Pageable
4K Fixed
4K Pageable

Milliseconds
H
(@)

74 © 2013 IBM Corporation



svsystenz JTT, WAS and Java

z/OS Java SDK 7:16-Way Performance Shows up to 60% Improvement
64-bit Java Multi-threaded Benchmark on 16-Way

z/0S 1.13 Multi-Threaded 64 bit Java Workload
~60% Hardware (zEC12) and Software (SDK 7 SR3) Improvement

160.00
140.00 —+— zEC12 SDK 7 SR3

- /W Aggressive +

2 120.00 LP Code Cache

< m

S /

3 100.00

E —a— zEC12 SDK 7 SR

5 80.00 e

N ,//‘/ /‘/

N

S 4000 ///{/, 4 7196 SDK 7 SR1

20.00 %/

0,00 T T T T T T T T T T T T T T T T
1 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

Threads

Aggregate 60% improvement from zEC12 and Java7SR3

< zEC12 offers a ~45% improvement over z196 running the Java Multi-
Threaded Benchmark

< Java7SR3 offers an additional ~13% improvement (-xaggressive + Flash Express .
© 2013 IBM Corporation
pageable 1Meg large pages)
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WAS benchmark: z/OS Performance for Pageable Large Pages

** The WAS Day Trader benchmarks showed up to an 8% performance improvement
using Flash Express.

Java 7 SR3 Java Heap Multi Threaded WAS Day
Trader 2.0

31 bit 4%
64 bit yes 1% 3%
64 bit yes 4% 5%

* WAS Day Trader 64-bit Java 7 SR3 with JIT code cache & Java Heap

DETAILS

64-bit Java heap (1M fixed large pages (FLPs) or 1M Pageable (PLPs)) versus 4k pages
Java heap 1M PLPs improve performance by about
4% for Multi-Threaded workload
5 % for WAS Day Trader 2.0

64-bit Java 7 SR3 with JIT code cache 1M PLPs vs without Flash
3 % improvement for traditional WAS Day Trader 2.0*
1 % improvement for Java Multi-Threaded workload
31-bit Java 7 SR3 with JIT code cache and Java heap 1M PLPs vs without Flash

4 % improvement for Java Multi-Threaded workload

* Note: This test used 64-bit Java 7 SR3 with JIT code cache & Java Heap leveraging Flash and pageable large pages.
76 Also , tests used WAS Day Trader app that supports PLP; earlier version of 31-bit Java did not allocate 1M large pages ., ., o Corporation
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Performance Summary for Flash Express®

WORKLOAD TRANSITION

’:’ During morning transition, workloads using Flash Express reached peak throughput in under 1/4th the time
«» Paging to Flash Express during morning transition showed up to a 10 times faster response time and up to a 37% increase in

throughput within the first 45 seconds

WAS JAVA PERFORMANCE BENCHMARKS
% The WAS Day Trader benchmarks showed up to an 8% performance improvement using Flash Express.(2)

* This test used 64-bit Java 7 SR3 with JIT code cache & Java Heap leveraging Flash and pageable large pages.

Improved Availability During Diagnostics

% In SVC dumps, availability was up to 4 times higher for workloads and up to twice as high for systems*
+ In SVC dump tests, steady state performance was achieved up to 4 times faster *
+ Flash Express SVC dump elapsed time was up to 25% shorter

* Transaction steady state was reached in 14 seconds with Flash Express, vs. 60 seconds DASD.

DB2

< Up to 28% improvement in DB2™ throughput due to faster CPU and leveraging Flash Express with Pageable Large Pages

(PLP)*
“ Workloads leveraging Flash Express with PLP can see up to a 8%** price performance improvement over the z196.

* PLP for DB2 helps DB2 to achieve "additional" up to 3% additional performance on top of zEC12 CPU expected throughput improvements of 25%.
** based on average 5% discount for zEC12 workloads under the AWLC pricing plus up to 3% more performance per MSU with Flash Express.

(1) All tests are comparing the use of Flash Express as compared to using DASD (DS8800)
(2) System non dispatchability and address space non dispatchability time were dramatically reduced enabling work to be processed that

would otherwise have been stopped
© 2013 IBM Corporation
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Flash Express Exploitation
Flash support in z/OS sets the stage for further use

Flash Express z/OS
announced support

z/OS V1.13, enabling PTF
 IBM zEnterprise® EC12 z/OS RSM Enablement
(zEC12) 9/19 Offering

» 2/OS support for ZEC12 « Flash Dynamic Reconfiguration

 Optional PLPA & Common dataset
definition

z/OS V1.13 Flash Web Deliverable
December 14th 2012

Linux* on System z (native)

* Planned Flash Express and pageable large page

exploiters: Expect continued middleware exploitation
~ DB2for 2/0S for IMB pageable large pages
— Java SDK7 0 pag ge pag
— WAS Liberty Profile v8.5
— IMS™ 12

— z/0OS V1.13 Language Environment®
Other (CICS®)

79 All statements regarding IBM's future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only © 2013 IBM Corporation
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Flash Express
Implementation

v/ System Overview

v Redundant Physical Structures
v’ Data Protection Mechanisms
v Data and Key Encryption

v"Non-Disruptive Service Technigues

© 2013 IBM Corporation



FLASH Express System QOverview

LPAR 1....n SAP 1....n
| SSCH == Firmware Management of Adapter |—
o ey
<« > Element
AOB < —
T AIDAWS
/- I_g/ = =
Data I =
7'\ OS |OP/HSA ' I
L/ \A System Bus
3
5
£ CEC |
8
©
)

\/

Storage Class Memory

LPAR1
Increments

RAID Controllen

Firmware

RAID Controller|

Firmware

Storage Class Memory M

LPAR1
Increments

Flash Express Cards

Flash Express Cards

PCle IO Drawer

IBM Systems & Technology Group

© 2013 IBM Corporation
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Redundant Physical Structures

Firmware Management of Adapter

Multiple Processors

© 2013 IBM Corporation
IBM Systems & Technology Group 82




Redundant Physical Structures

Support
Element I
__

Redundant SE's for
configuration and key
service

IBM Systems & Technology Group S EREEOIROEen 83




Redundant Physical Structures

/O Drawer
Connections

i)
®]
a

O

[a

PCle PCle
Switch Switch

© 2013 IBM Corporation
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Redundant Physical Structures

Self-Mirrored Adapters
w/ dual mirror cables

LPAR1 LPAR1
Increments Increments
RAID Controlle RAID Controlle

Firmware

Flash Express Cards Flash Express Cards

PCle IO Drawer

© 2013 IBM Corporation
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Data Protection Mechanisms

PCle
controller | —t Expander 2\ v RAID10: Protection and performance
(SAS-Switch)
e RAIDO = Striping
e RAID1 = Mirroring
e RAID10 = Striped mirrorred data
controller Expander v CRC and block seq. number stored on SSD
(SAS-Switch) ‘/
v Additional CRC around block transfer
PCle

v Comm links (SAS, PCle) provide embedded protection & recovery
v CEC-based hardware address protection on communication from adapter

v ECC on internal system memory

IBM Systems & Technology Group RSSO
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Data and Key Encryption

v On SSD, data is protected with inline encryption (hidden encryptKey)

v Access to SSD is via authentication key (authKey) served from SE

Wrapped
a

During Flash install, in smart card on SE:
— Create authKey (aka PIN)
— Wrap authKey in an encrypted file
— wrapKey stored in smart card

o Wrapped — Wrapped key file stored on SE

authKe

SE
Imbedded
Key Controller

SE — CEC-FW authkey service:

— asymetric protocol — pub/private

— |OP sends public key to SE

— In smart card, Key file unwrapped then
encrypted with CEC pubKey

— Encrypted authKey sent to CEC

— CEC 'unwraps' authKey using its privKey

CEC-FW

v AuthKey used during SSD format and subsequent power cycles

© 2013 IBM Corporation
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Non-disruptive Service Strateqy

v Firmware updates PCle
» Adapter
» SSD
» Expanders controller (SE:gag\?\,ﬁLi) A
» CEC-FW \
v Adapter replacement
v Cable replacement y
. controller Expandt_ars
v Recoveries (SAS-Switch) | 4
» CEC
» Adapter PCle
» SSD

© 2013 IBM Corporation
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IBM Flash materials

89

Redbooks

SG24- 8049 - IBM zEnterprise System Connectivity Handbook (GRS ESCON / FICON CTCs, and
FLASH Express, etc.)

SG24-5444 - IBM zEnterprise EC12 Technical Introduction (FLASH Express, and IBM zAware, etc.)

SG24- 8050 - IBM zEnterprise EC12 Technical Guide (FLASH Express, and IBM zAware, etc.)

Flash Express White Paper

http://public.dhe.ibm.com/common/ssi/ecm/en/zss03073usen/ZSS03073USEN.PDF

Flash Blogs

https:/mwww-304.ibm.com/connections/blogs/systemz/entry/flashexpress?lang=en us

https:/mwww-304.ibm.com/connections/blogs/systemz/entry/flashexpress2?lang=en us

https://www-

304.ibm.com/connections/blogs/systemz/entry/under the covers of flash express implementation

highlights13?lang=en us

© 2012 IBM Corporation



« Available from “Books” group of Classic Style Ul and the Welcome page of the Tree Style Ul
(& IBM Resource Link: Library->zEC12->Publications)
— IBM SC28-6919: Hardware Management Console Operations Guide (Version 2.12.0)
— IBM SC28-6920: Support Element Operations Guide (Version 2.12.0)
— IBM SB10-7030: Application Programming Interfaces
— IBM SC28-2605: Capacity on Demand User’s Guide
— IBM SB10-7154: Common Information Model (CIM) Management Interfaces
—IBM SB10-7156: PR/SM Planning Guide
— IBM SA22-1088: System Overview
— IBM SC27-2623 Advanced Workload Analysis Reporter (IBM zAware) Guide

« Available from IBM Resource Link: Library->zEC12->Technical Notes
— System z Hardware Management Console Security
— System z Hardware Management Console Broadband Remote Support Facility
— System z Activation Profile Update and Processor Rules

Page 90 3/12/2014 SHARE Session 14726 IBM Systems



System z Social Media Channels

Top Facebook pages related to System z: = Top System z blogs to check out:

]
-
(]

| ©
—
=)
=
(1]
2
=

oQ
=
o
C

©
(7]
-
o
()]
-+
(1]
Q.
-+
o
wn

<
(%2}
(=g
(1]
3
N
.

[
-
2,
-+
-+
(1]
=

T
-
o
=
3
(7]}
=
o
]
-+
(1]
Q.
-+
o
wn

<
(%]
-+
1]
3
N

YouTube accounts related to System z:
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http://www.facebook.com/IBMsystemz?ref=tn_tnmn
http://www.facebook.com/IBMsystemz?ref=tn_tnmn
http://www.facebook.com/EnterpriseAcademicInitiative?fref=ts
http://www.facebook.com/EnterpriseAcademicInitiative?fref=ts
http://www.facebook.com/MasterTheMainframe?fref=ts
http://www.facebook.com/MasterTheMainframe?fref=ts
http://www.facebook.com/IBMDestinationz
http://www.facebook.com/IBMDestinationz
http://www.facebook.com/millennialmainframer?fref=ts
http://www.facebook.com/millennialmainframer?fref=ts
http://www.facebook.com/DB2community?ref=stream
http://www.facebook.com/DB2community?ref=stream
http://www.linkedin.com/groups?mostPopular=&gid=155723
http://www.linkedin.com/groups?mostPopular=&gid=155723
http://www.linkedin.com/groups?gid=4723952&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=4723952&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=670987&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=670987&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=670987&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=670987&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=670987&trk=myg_ugrp_ovr
http://www.linkedin.com/groups/IBM-System-z-Events-3053018?trk=myg_ugrp_ovr
http://www.linkedin.com/groups/IBM-System-z-Events-3053018?trk=myg_ugrp_ovr
http://www.linkedin.com/groups/Mainframe-Experts-Network-55779?trk=myg_ugrp_ovr
http://www.linkedin.com/groups/Mainframe-Experts-Network-55779?trk=myg_ugrp_ovr
http://www.linkedin.com/groups/System-z-Linux-2064074?trk=myg_ugrp_ovr
http://www.linkedin.com/groups/System-z-Linux-2064074?trk=myg_ugrp_ovr
http://www.linkedin.com/groups/Enterprise-Systems-2196066
http://www.linkedin.com/groups/Enterprise-Systems-2196066
http://www.linkedin.com/groups?gid=36083&trk=myg_ugrp_ovr
http://www.linkedin.com/groups?gid=36083&trk=myg_ugrp_ovr
https://twitter.com/IBM_System_z
https://twitter.com/IBM_System_z
https://twitter.com/SystemZEvents
https://twitter.com/SystemZEvents
https://twitter.com/IBMDB2
https://twitter.com/IBMDB2
https://twitter.com/milmainframer
https://twitter.com/milmainframer
https://twitter.com/myzcommunity
https://twitter.com/myzcommunity
https://twitter.com/
https://twitter.com/
http://www.youtube.com/user/IBMSystemz
http://www.youtube.com/user/IBMSystemz
http://www.youtube.com/user/destinationz1
http://www.youtube.com/user/destinationz1
http://www.youtube.com/ibmsmartercomputing
http://www.youtube.com/ibmsmartercomputing
https://www-304.ibm.com/connections/blogs/systemz/?lang=en_us
https://www-304.ibm.com/connections/blogs/systemz/?lang=en_us
http://www.smartercomputingblog.com/
http://www.smartercomputingblog.com/
http://www.millennialmainframer.com/
http://www.millennialmainframer.com/
http://mainframeandhybrid.blogspot.com/
http://mainframeandhybrid.blogspot.com/
http://mainframe.typepad.com/
http://mainframe.typepad.com/
http://mainframe-watch-belgium.blogspot.com/
http://mainframe-watch-belgium.blogspot.com/
http://mainframeupdate.blogspot.com/
http://mainframeupdate.blogspot.com/
http://enterprisesystemsmedia.com/blog
http://enterprisesystemsmedia.com/blog
http://dancingdinosaur.wordpress.com/
http://dancingdinosaur.wordpress.com/
http://it.toolbox.com/blogs/db2zos
http://it.toolbox.com/blogs/db2zos
http://www.destinationz.org/Community.aspx
http://www.destinationz.org/Community.aspx
http://ibmsystemsmag.blogs.com/db2utor
http://ibmsystemsmag.blogs.com/db2utor
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Backup Material
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= Registering for IBM Resource Link Access

= TO view the documents on the Resource Link Web site. you need to register your IBM
Registration ID (IBM ID) and password with Resource Link.

« TO register:
— Open the Resource Link sign-in page: http://www.ibm.com/servers/resourcelink/

—You need an IBM ID to get access to Resource Link.
« If you do not have an IBM ID and password, select the "Register for an IBM ID" link
in the "Your IBM Registration” menu. Return to the Resource Link sign-in page after

you get your IBM ID and password.
* Note: If you're an IBM employee, your IBM intranet ID is not an IBM ID.

— Sign in with your IBM ID and password.
— Follow the instructions on the subsequent page.
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« Available from “Books” group of Classic Style Ul and the Welcome page of the Tree Style Ul
(& IBM Resource Link: Library->zEC12->Publications)
— IBM SC28-6919: Hardware Management Console Operations Guide (Version 2.12.0)
— IBM SC28-6920: Support Element Operations Guide (Version 2.12.0)
— IBM SB10-7030: Application Programming Interfaces
— IBM SC28-2605: Capacity on Demand User’s Guide
— IBM SB10-7154: Common Information Model (CIM) Management Interfaces
—IBM SB10-7156: PR/SM Planning Guide
— IBM SA22-1088: System Overview
— IBM SC27-2623 Advanced Workload Analysis Reporter (IBM zAware) Guide

« Available from IBM Resource Link: Library->zEC12->Technical Notes
— System z Hardware Management Console Security
— System z Hardware Management Console Broadband Remote Support Facility
— System z Activation Profile Update and Processor Rules
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IBM, the IBM logo, and ibm.com® are trademarks of International Business
Machines Corp., registered in many jurisdictions worldwide. Other product and
service names might be trademarks of IBM or other companies. A current list of IBM
trademarks is available on the web at “Copyright and trademark information” at
http://www.ibm.com/legal/copytrade.shtml.

Adobe is a registered trademark of Adobe Systems Incorporated in the United
States, and/or other countries.

Linux is a registered trademark of Linux Torvalds in the United States, other
countries, or both.

Microsoft and Windows are trademarks of Microsoft Corporation in the United
States, other countries, or both.

UNIX is a registered trademark of The Open Group in the United States and other
countries.

Java and all Java-based trademarks and logos are trademarks or registered

trademarks of Oracle and/or its affiliates.
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