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Disclaimer

• The information contained in this documentation is provided for informational purposes only. While 
efforts were many to verify the completeness and accuracy of the information contained in this 
document, it is provided “as is” without warranty of any kind, express or implied. 

• This information is based on IBM’s current product plans and strategy, which are subject to change 
without notice. IBM will not be responsible for any damages arising out of the use of, or otherwise 
related to, this documentation or any other documentation.

• Nothing contained in this documentation is intended to, nor shall have the effect of , creating any 
warranties or representations from IBM (or its suppliers or licensors), or altering the terms and 
conditions of the applicable license agreement governing the use of the IBM software.

• Performance is based on measurements and projections using standard IBM benchmarks in a 
controlled environment.  The actual throughput that any user will experience will vary depending 
upon considerations such as the amount of multiprogramming in the user's job stream, the I/O 
configuration, the storage configuration, and the workload processed.  Therefore, no assurance can  
be given that an individual user will achieve throughput improvements equivalent to the performance 
ratios stated here.

•  All customer examples cited or described in this presentation are presented as illustrations of  the 
manner in which some customers have used IBM products and the results they may have achieved.  
Actual environmental costs and performance characteristics will vary depending on individual 
customer configurations and conditions.
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Session Title Time Room Speaker

14618 Getting Started with WebSphere Liberty Profile on 
z/OS

Monday 9:30 Grand Ballroom 
Salon C

Loos/Follis

14692 Getting Started with WebSphere Compute Grid Tuesday 9:30 Grand Ballroom 
Salon J

Hutchinson/Loos

14693 Using WebSphere Application Server Optimized 
Local Adapters (WOLA) to Migrate Your COBOL to 
zAAP-able Java

Wednesday 9:30 Grand Ballroom 
Salon K

David Follis

14620 WebSphere Liberty Profile on Windows AND z/OS 
(among other things) Hands-on Lab

Wednesday 1:30 Platinum Ballroom 
Salon 7

14949 Tips Learned Implementing Websphere Application 
Server (WAS) on Linux for IBM System z

Wednesday 3:00 Grand Ballroom 
Salon G

Eberhard Pasch

14709 Need a Support Assistant? Check Out IBM's! (ISA) Thursday 8:00 Grand Ballroom 
Salon A

Mike Stephen

15050 z/OSMF 2.1 Implementation and Configuration Thursday 8:00 Grand Ballroom 
Salon G

Greg Daynes

14832 Web Apps using Liberty Profile Technology in CICS Thursday 11:00 Platinum Ballroom 
Salon 2

Ian Mitchell

14722 Assimilating WebSphere Application Server into 
your z/OS WLM Configuration

Thursday 1:30 Orange County 
Salon 1

David Follis

15017 Using IBM WebSphere Application Server and IBM 
WebSphere MQ Together [z/OS & Distributed] 

Thursday 3:00 Grand Ballroom 
Salon A

Ralph Bateman
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Introduction and OverviewIntroduction and Overview



In The Beginning: Cross Memory 

6

WAS z/OS has had cross-memory from the beginning:

1 – Controller to Servant
A request queued to WLM is pulled from the CR to 
the SR using cross-memory services.  What gets 
queued in WLM is really a token to the address 
location within the CR where the request is currently 
held.

2 – Server to Server
When a servlet in one server makes an IIOP call to 
an EJB in another server in the same cell and on the 
same LPAR, WAS z/OS recognizes this and 
bypasses the TCP stack.  The IIOP call is made 
using cross-memory services.

This is called LOCALCOMM, and it's the key to 
starting the story of what WOLA is and how it works.

We're setting the stage for WOLA by 
providing historical context

WOLA is built on this from-the-
beginning LOCALCOMM function



Original Requirement: Batch into WAS
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Access Java asset in WAS from batch COBOL



Externalized LOCALCOMM = WOLA
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WOLA is programmatic interface to LOCALCOMM



WOLA is Bi-Directional
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This chart shows a few use-cases



Value of WOLA
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WOLA has several strong technical value attributes



Integrating Java / Non-Java Using WOLA
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Enabling some of your GP work to be refactored to Java

Current 
Non-Java 
Workload

GP

Non-Java 
Workload

Java 
Workload

GP zAAP
zIIP

WOLA

WOLA is a technology that enables integration of Java and non-
Java assets in a way that provides high throughput and security
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Outbound WOLA to CICSOutbound WOLA to CICS



Accessing CICS from WAS z/OS
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Many different ways this can be done

WAS z/OS

Java 
Application

CICS Region

CICS 
Program

CTG EXCI

CTG w/ Gateway Daemon

CTG IPIC

MQ

Web Services

WOLA

Some considerations:
• CTG is a separately licensed product
• EXCI limited to 32K COMMAREA
• CTG IPIC allows >32K and involves TCP/IP
• MQ is asynchronous
• Web Services may have higher overhead

WOLA:
• Comes with WAS z/OS
• COMMAREA or Chan/Containers
• TX and Security Propagation
• Cross Memory latency



WOLA Support and CICS
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Here’s what outbound WOLA to CICS looks like

WAS z/OS

Java 
Application

CICS Region

CICS 
Program

ola.rar WOLA Task Related User Exit

WOLA Link Server Task

WOLA supplies a JCA 
resource adapter, which 
application uses to 
access WOLA services

WOLA TRUE and 
Link Server provide 
support in CICS 
region and hides 
target CICS from 
any knowledge of 
WOLA

WOLA “registration” is 
the cross-memory 
connection over which 
communications flow



Customer Use-Case Example
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WOLA as part of complex stock trading architecture

WOLA used as one part of larger-scale application topology

Proof of Concept 
evaluated WOLA 
compared to CTG

WOLA shows better 
performance for 
COMMAREA and 
Channels/Containers

Eliminates need for 
CTG for this part of 
the architecture



Multiple CICS Regions (Gateways)
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WOLA supports multiple concurrent registrations

WOLA to multiple CICS 
regions serving as gateway 
regions to larger CICSPlex

Round-robin 
support added in 

8.0.0.1

Provides highly utilized 
WOLA connections with 

balancing and HA



Customer Use-Case Example
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Round-robin WOLA to CICS Gateway Regions

Network

CICSPlex 
where core 
business 
function 
resided

Network clients access business functions through WAS z/OS, 
which turns and drives CICS function over WOLA implemented 
with round-robin support to CICS gateway regions



Development Mode Support
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Allows Java developers greater dev/test flexibility

Developer is free to 
deploy, test, change 

settings on development 
workstation WAS

To application WOLA is in 
use, but in reality call is 

mapped to network

WOLA Proxy EJB 
intercepts and makes 

“real” WOLA call to CICS



WOLA and IBM RAD 9.0.1

19

RAD 9.0.1 includes integrated tooling support for WOLA

IBM Webpage with details of RAD 9.0.1 Features and Functions

http://www.ibm.com/support/docview.wss?uid=swg27038836

IBM developerWorks article showing end-to-end use case scenario

http://www.ibm.com/developerworks/websphere/techjournal/1312_mulvey/1312_mulvey.html

Note: This new RAD 9.0.1 WOLA 
support applies to WAS 8.5.0.+ levels, 
which is the level embedded with V9 
RAD.  The RAD support can be used on 
prior levels of WAS z/OS, but users will 
need to bring in the associated level's 
ola_apis.jar and ola.rar resource adapter 
and place it on their RAD build path.



WOLA and CICS Summary Chart
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One chart showing supported functionality
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WOLA and IMSWOLA and IMS



WOLA Works with IMS
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Here’s a quick summary chart



Summary of WOLA Capabilities and IMS

23

Particularly TX and Security Assertion
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Inbound WOLA and APIsInbound WOLA and APIs



Key Elements of the Inbound Design
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Target EJB and use of the WOLA APIs

WOLA modules copied out from 
file system using copyZOS.sh

COBOL, C/C++, PL/I or 
High Level Assembler

//STEPLIB DD DSN=

BBOA1REG

BBOA1INV

BBOA1URG

Start

End

CR Target 
EJB

Other 
EJBs

Control Regions

• Stateless EJB
• Implements execute()
• Interfaces implemented with 

supplied WOLA classes

WLM

The program outside of WAS uses the WOLA APIs to register and invoke the 
target EJB and get a response.  The target EJB has a few easy-to-implement 

requirements.  That EJB may call other EJBs as part of its processing.



WOLA API InfoCenter Article
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An excellent reference for the WOLA APIs

This article spells out the details of each of the 13 WOLA APIs.  However, 
it implies all 13 need to be used, which is not true.  Over the next two 

charts we’ll see how to organize the APIs into categories of usage



APIs … Basic vs. Advanced
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Basic APIs are simple to use but make assumptions

If the “basic” APIs suit your needs, then use them.  But if you need more 
control, then use “advanced.”  At the end of the day the same result is 

achieved – use of WOLA to communicate between address spaces

One API is all you need to 
invoke an EJB in WAS z/OS

BBOA1INV makes assumptions 
to keep thing simple

Program control held until response received

Maximum response length predictable

Advanced APIs give you more 
granular control

Advanced 
APIs do the 
same function 
as basic, but 
with more 
control given 
to you



How the APIs Organize
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Inbound, outbound … basic and advanced



Tax Calculation on Web Service Platform
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Real example of WOLA usage with advanced APIs
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SummarySummary



Summary of WOLA Usage and Value
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A few points to consider

WOLA is bi-directional, which means you can use it to build solutions that 
go outbound from WAS z/OS, or come inbound to WAS z/OS

With CICS and IMS WOLA supports propagation of transaction and 
security, giving you flexibility to construct solution to your needs

Because WOLA is cross-memory, it provides an extremely low per-call 
latency profile.  In high-volume, repetitive environments latency adds up.

WOLA provides a mechanism to better integrate Java and non-Java, which 
may allow you to move work to Java and reduce GP usage:

• Move business logic from CICS to WAS z/OS and use WOLA

• Move business logic from batch to WAS z/OS and use WOLA

• Take advantage of ISV solutions in WAS z/OS and integrate with WOLA



WP101490 Techdoc
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For more on WOLA, see ibm.com/support/techdocs

• Overview material

• History of functional updates

• API coding Primer

• WOLA Videos
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