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• New Feature:       VSAM RLS

Developed in cooperation with the DFSMS VSAM 
team

• Information obtained via coupling facility
• CA/CI split information by the cluster 

component type



What is Record Level Sharing?
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• VSAM Clusters are locked at the record level
• Increased throughput when multiple users or applications are 

accessing a cluster in a sysplex
• I/O optimization/reduction

• Local buffers are maintained and used if valid
• Coupling Facility (CF) copy of data is used if valid
• Media manager gets data from DASD

• CA/CI splits still cause performance degradation
• Correct sizing of buffer pools and CF structure is critical

• Definition:  An RLS dataset is a VSAM cluster that has been 
opened for RLS processing

OMEGAMON XE for Storage 
V520



Record Level Sharing Overview
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Monitored at both the SYSPLEX and z/OS Image level
• 15 new TEP Workspaces
• 12 new e3270ui workspaces
• 6 modified TEP workspaces
• 1 new navigation option from e3270ui startup workspace

Situations
• 9 new TEP Situations
• 5 new e3270ui situations

Monitored RLS Objects
• Locking Activity
• Coupling Facility Structure
• Buffer management
• Storage Class
• Datasets

OMEGAMON XE for Storage 
V520
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RLS Data Collection
 Real time API to SMF 42 subtype 15-19 records

 Data is mapped by SMF record
 Not obtained via SMF exit

 Timer based collection set by control in RLS default workspace
 Storage Class
 Lock Activity
 Buffer Management

 Timer based collection for Dataset Groups containing RLS 
datasets
 Based on existing Dataset Group options
 Datasets designated for RLS collection – data based on 

collection interval
 Ad-hoc Data collection

 Coupling facility activity and lock contention report
 All dataset collection that is not done as part of dataset group

 Report interval is time since dataset was opened
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RLS WORKSPACES
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New navigation option  to RLS Storage Class Details if the 
Storage Class is associated with a cache set
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HELP for new VSAM attributes

The RLS above the 2-GB BAR 
indicates whether or not virtual 
storage for RLS can be above the 
2-Gigabyte bar
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Sysplex level data for cluster 
components

z/OS image level data for each cluster 
component.
There will be a row of data for each 
component for each z/OS image on which it 
was active.
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• Dataset level I/O collection must be turned on for either the 
volume or the SMSVSAM application if data is to be available 
on this workspace

• This workspace can be reached from many source 
workspaces

• Navigation to this workspace may result in a ‘dynamic’ link to a 
workspace on a different z/OS image than the source 
workspace
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• New view contains one row of data for 
each Dataset Group with an active 
RLS dataset

• Statistics are for the collection interval
• Data is at sysplex level

Two new attributes associated 
with Dataset Group
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• RLS Dataset mask must be of proper format for the cluster
name 

• First qualifier cannot be masked; SYS* is not a valid mask
• Complex masking is not allowed; SYS1.L*.*.LINKLIB
• Mask must terminate with either * or ** unless it is the full 

dataset name; 
SYS1.VSAM.CLUSTER 
SYS1.**, SYS1.VSAM.*

• A Dataset Group may contain both RLS and non-RLS dataset masks

• Precautions
• Dataset level data is collected on demand or on a timed interval
• Monitoring thousands of datasets may result in performance issues 

in both the OMEGAMON TEMS and the SMSVSAM address 
spaces

14987: OMEGAMON XE for Storage - Hints and Tips to Improve Performance and 
Usage by Deborah Reynolds   Wednesday 11:00 am



• Statistics are at the sysplex level
• Statistics are over the collection interval
• One row of data for each component of the clusters in the 

Dataset Group

OMEGAMON XE for Storage 
RLS Workspaces  Dataset Group Summary
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Performance

• Same format as Application RLS Dataset Performance 
workspace

• Statistics are based on collection interval, not time since 
open 
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Record Level Sharing Summary

RLS Summary Workspace

RLS Lock 
Structure CF 
Details view

RLS Overview Lock Structure  
Summary View

Buffer LSU 
Summary View

Storage Class
Summary View

Buffer LRU 
Summary View
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Collected on demand

Collected on collection interval
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Lock Performance Detail

Statistics are at sysplex level

• z/OS image level statistics
• One row per system with activity
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RLS Lock 
Performance 
Detail

workspace

RLS Lock Structure CF Details 
view

RLS Overview 
view
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Buffer LSU System Detail Workspace

Buffer LRU System Detail 
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Session 15089 Using RLS with your Catalogs – a How to
Neal Bohling  VSAM RLS Level 2 
Tuesday 11:00 am 

Session 15090 DFSMS Advanced Leveraging VSAM  RLS 
Best practices 

Neal Bohling  VSAM RLS Level 2 
Wednesday 1:30 pm 

Session 14987 OMEGAMON XE for Storage
Hints and Tips to improve Performance and Usage

Deborah Reynolds SMPO migration specialist
Wednesday 11:00 am 

OMEGAMON XE for Storage 
RLS Monitoring
more information
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• HSM Common Recall Queue
• CICS VSAM 
• z/OS Catalogs 

41
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• New Features Tape Management Improvements
Old

New

Both RMM and CA1 collections available 
Concurrently.  

Very useful during Migrations
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• New Features Tape Management Improvements

Collection not automatically 
configured after initial install

Default collection is 24 hours 
from startup of RTEMS. 
PTF UA72518 Disables this 
feature and provides some 
performance benefits
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• New Features Tape Management Improvements CA1 
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• New Features Tape Management Improvements CA1 
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• New Features Tape Management Improvements CA1 

VOLUME Utilization
SCRATCH Volumes 

TMC Space 

CA1 System Summary 

CA1 Configuration
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• New Features Tape Management Improvements CA1 

JOB SUMMARY – by Creating Job

Drill down for details of the datasets & Volumes
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• New Features Tape Management Improvements CA1 

Dataset SUMMARY – from Creating Job 
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• New Features Tape Management Improvements CA1 

PROGRAM SUMMARY – by Creating Program

Drill down for details of the datasets & Volumes
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• New Features Tape Management Improvements CA1 

Dataset SUMMARY – from Creating Program
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• New Features Tape Management Improvements CA1 

Error SUMMARY – drill down for Volume Details
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• New Features Tape Management Improvements CA1 

What datasets reside on Volumes with ERRORS
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• New Features Tape Management Improvements CA1 

What other Volumes are chained to Volumes with ERRORS
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• New Features Tape Management Improvements CA1 

What Datasets reside on a volume
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• New Features Tape Management Improvements CA1  

Development wants to hear from you!

OPEN a SHARE Requirement 
or 

Request for enhancement RFE!

What else do you want to see in CA1 
in OMEGAMON XE for Storage?
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• New Features
• z/OS Copy Services

New Copy Services node
In the navigator tree 
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• New Features
• z/OS Copy Services

z/Global Mirror (XRC) Sessions, XRC Connections     >    Volume Pairs
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• New Features
• z/OS Copy Services

Flash Copy Volumes*1 and Relationships

PPRC Volumes *2 and Connections

Link Statistics *3

*1 *3  ONLY Available from SMS Storage Group Performance and Cache CU Performance

*2 ONLY Available Cache CU Performance
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• New Features
• z/OS Copy Services from Cache CU Performance
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• New Features
• z/OS Copy Services from SMS Storage Group Performance
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• New Features
• z/OS Copy Services Workspace

z/Global Mirror (XRC) Sessions *default

Flash Copy Volumes

PPRC Volumes

Link Statistics

View changes depending on 
Link
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There are no workspaces indicating zIIP exploitation

• New Features
• zIIP Processor Utilization
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For more information on the use of zIIP

Session 14987 
OMEGAMON XE for Storage Hints and Tips to improve 
Performance and Usage
Deborah Reynolds SMPO migration specialist
Wednesday 11:00 am 

• New Features
• zIIP Processor Utilization
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• New Features
• I/O Secondary Delays

New attribute Interrupt Delay Time:
The time between I/O completion and when the 
processor is ready to issue the TSCH (test sub-
channel command) indicating it is ready to process 
the results of the command. 
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• New Features
• EMC Workspaces

CACHE CU STATUS 

Symmetrix Directors View Remodeled
• New metrics
• Collection interval/refresh aligned 

with cache interval
• Descriptive names
• Hexadecimal and decimal names 

for directors
• Support for more directors
• Previous version circa 1995 – a 

lot had changed in the 
Symmetrix architecture 
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Paul Pendle  EMC Corporation
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Sincere “Thank you” to product development for 
sample screen shots, technical explanations
and guidance. 
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• New Features Questions?


