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Abstract

* LPARSs, Sysplex, TCP/IP, Enterprise Extender, VPN, are
just some of the networking concepts associated with the
mainframe. You attend meetings everyday where you
hear these terms, but do you know what they mean? The
speaker will provide you with the background to
understand the basic concepts of mainframe networking
and take you out of the 'fog’. She will show you where the
similarities and differences are between mainframe
networking and other forms. The focus is on z/OS even
though other operating systems for the mainframe play a
role in this presentation as well.
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Agenda swans

* Requirements for Communication
* What are Networking Architectures?
» Networking Architectures on System z
* Z Hardware Platform Support of Network Architectures
 Differences in Networking Applications
« Differences in Security Implementations
* Appendices:
* References
- Differences in Network Definition Processes
« Differences in File Types
« Differences in Resolving Names to IP Addresses
':::!'EEIARE 3
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Requirements for Communication

:SHARE 4
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A General Model for Sending Messages ra—

[ S

Retumn Address
(Source Address) ——m- —
(Sender Address) Priority Mail
Destination Address
S - ——(Receiver Address)
(Recipient Address)
@ Format of a Destination address in the USA: Dead Letter Office
» Name of Recipient o
« Street Address (Number + Name} é:\ﬂ
« City, State apii
» ZIP Code
Post Office for ZIP Code Street Address
Mail Truck % City, State Name of Recipient
. rl =
% #l! T e
S e AL @
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A General Model for Sending Messages ra—
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& |dentification of communication partners
# Rules for communicating Dead Letter Office
= How 1o find the partner ﬁ

Y+ of path (T ety &
* Typa of delvery service —
&\What to da in case of failed delvary E ‘.—-ﬁaﬂ-
Post Office for ZIP Code Street Address
Mail Truck - City, State Name of Reciplent
E==1 |-
- [, o?
<A - g i Q.
- e T i

Digital Communications with TCP/IP

Adapter
Cable Physical Access IP Addi Port Numb pp

— Error Recavery Procedures =

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Requirements for Successful > 3

Communication -

[ —
Infsrmation /—\\ Inormation

= Connecting two entities in order to exchange information.
« How to identify and locate the opposite end?
Is there a2 name or address?
* How to connect to the opposite end?

Can the message be sent directly or must it be transferred at

Intermediate stops along the way?
« What are the rules to govern an orderly exchange of
information?
What kind of service to provide to this piece of information?
How to know that the data has been received?
How much data should | send at once?

How to end the communication?

III W | \%ﬂ_\ %

+ Communication Protocols
« Naming and Addressing Conventions
« Rules for organizing the network topology: nodes and links
» Rules for connecting communication partners: communication setup and takedown
» Rules for routing the information
» Rules for managing performance on the connection

‘SHARE 7
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Basic Components of a Computing Platform ...«
Laptop: System z:

CPU «CPU
*Speciality and Assist CcPU

Processors
*Memory *Main Storage
*Cache Memory *Cache Storage
*Disk *DASD

*Ethernet Port *OSA Adapter with LAN \} Network
N g
p—

Memory

Ports
«Serial Port *Channels

Storage

And then there is the software:

*Operating System Software
eCommunications Access Method Software
*Application Software

*File Management and Organization Software

SHARE 8
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Laptop:
Memory
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Disk
Ethernet Port
Serial Port
System z
Main Storage
Cache Storage
DASD
OSA Adapter with LAN Ports
Channels



'Y

Tabewats e Bt

What are Networking Architectures?

:SHARE 9
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Foundations for Communications across a Network [‘i’

* Communication of messages SHARE
* Requirements: "
* Hardware components
« Software components
* Guided by communication architectures
* SNA (IBM Systems Network Architecture)
. Il%l\7ll4|;’roprietary Architecture to allow sharing of communications devices and links (since
« TCP/IP (Transmission Control Protocol / Internet Protocol) (formalized in 1982/1983)
* Heir to ARPANET and DARPANET military and university communication projects
» Governed by Requests for Comment (RFCs) regulated by the Internet Engineering Task
Force (IETF)
« Influenced by TCP/IP additions in the Berkeley Software Distribution (BSD) of UNIX
« Protocols (Controls or Rules) for Communication in General
* Roles of the participants (primary, sender, receiver, client, server, peers, etc.)
* Rules for starting and ending communication
« Rules for identifying hardware or software participants (names, network IDs, addresses, etc.)
« Rules for locating participants (finding a route or path between them)
« Rules for managing the performance characteristics of the networking path
* Rules for recovering interrupted communications
* Protocols for the Software Architecture
¢ Controls or Rules for Communication over the Hardware Components:
« Engineering and Signalling over the Data Links
* Channel Cables
« Serial Cables
* SDLC
« Token Ring y
« Ethernet o,
:SHARE 10
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Identifying the Communication Partner =

SHARE
Pt Emts e

Identity depends on the Communications Architecture

Systems Network Architecture (SNA)
*By NETID and LUNAME
*Could be a terminal
*Could be an application on the terminal or server
«Can be a Virtualized LUname (“z/OS VTAM Generic Resources)
TCP/IP

*By IP Address (IPv4 or IPv6) and optionally Application Port
Number

*Could be a terminal
*Could be an application on a terminal or server

*Could be a Virtualized or “shared” IP address to represent multiples
*Sysplex Distribution (z/OS TCP/IP)

*Exploiting a Domain Name Server or a Host Local file to map a
NAME to the required IP Address ‘SMARE 11
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Locating the Communication Partner

* |ldentifying the Partner
* How to identify the LOCATION of the Partner in the
Network
* “Network Topology”
* Sending Data over Routes or Paths to the Partner
* How to define routes or paths or maps to the partner

* How to assign communication to various paths
» Performance of Paths?
* High Priority?
* Low Priority
« Availability of Paths for Recovery
* Primary paths or routes
* Alternate paths or routes

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Managing the Data Flow between Partners ...

« How much data to send
* How to present the data to the end user
 When to reduce or increase amount of data to send

:SHARE 13
Complete your session evaluation online at: SHARE.org/Anaheim-Eval Teeet

I——S—S—SSS——S—SS—™—m™m—™—m—m—mm__—_—_—_—_——_——_"_y

13



“Rules” of Systems Network Architecture Y

(SNA) -- 1974 sl
0OSlI Reference Model Systems Network Architecture
Transaction | Provides application services
Services in the form of programs that
Network processes implement distributed
— R processing or management
Layer 7 Application to applications i —
Presentation | Specifies data-transformation
Data representation Services algorithms that translate data
: from one format to another,
Layer 6 Presentation coordinate resource sharing,
and synchronize transaction
Inter-host - &Peraﬁc’"s o
) Fas(h ata Flow anages request an
Layer 5 Session communication Control response processing, groups
Services messages, allows
communication interrupts
Transmission | Reliable end-to-end
End-to-end
Layer 4 Transport - Control communication, encryption,
Y P connection Services decryption i
Path Control | Routing, Segmentation,
Layer 3 Network sgt‘:]resses el oz Services Re-assembly
. . Data Link Defines protocols for links:
Layer 2 Data Link Access to media Control SDLC, Token Ring, etc.
Services
. . .. Physical Not Defined -- assumed to be
Layer 1 Physical Binary transmission present

oo 14
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From Wikipedia, the “free encyclopedia”
“The Open Systems Interconnection (OSI) model (ISO/IEC 7498-1) is a

that characterizes and standardizes the internal functions of a by
partitioning it into . The model is a product of the
project at the (1sO).”

“The model groups similar communication functions into one of seven logical layers. A layer
serves the layer above it and is served by the layer below it. For example, a layer that
provides error-free communications across a network provides the path needed by
applications above it, while it calls the next lower layer to send and receive packets that
make up the contents of that path. Two instances at one layer are connected by a horizontal
connection on that layer.”

Systems Network Architecture (SNA) also uses layers to describe networking functions.
From Wikipedia, the “free encyclopedia”

“Systems Network Architecture (SNA) is 'S proprietary architecture
created in 1974. | Itis a complete for interconnecting and their
resources. SNA describes the protocol and is, in itself, not a single piece of software. The
implementation of SNA takes the form of various communications packages, most notably
Virtual telecommunications access method ( ) which is the package for
SNA communications.”

14
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“Rules” of TCP/IP Network Architecture P
7(8) Layer OSI Model
Layer Function
8 | End User Politics) 4 layer TCP/IP Model
7 Application
[ Presentation Application
5 Session N o
4 TCP upp
Protocol Protocol
3 IP
Network Intemet Protocol
2 Data Link Network
1 Physical Interface and hardware |
'::-!';.I-:IARE 15
Complete your session evaluation online at: SHARE.org/Anaheim-Eval
From Wikipedia, the “free encyclopedia”
“The Internet protocol suite is the networking model and a set of
used for the and similar networks. It is
commonly known as TCP/IP, because its most important protocols, the
(TCP) and the (IP) were the
first networking protocols defined in this standard. It is occasionally known as
the DoD model due to the foundational influence of the in the
1970s (operated by , an agency of the
).
“TCP/IP provides end-to-end connectivity specifying how data should be
formatted, addressed, transmitted, and received at the destination. It
has four abstraction layers which are used to sort all related protocols
according to the scope of networking involved. From lowest to highest,

the layers are:

The TCP/IP model and related protocols are maintained by the
(IETF).”

15
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Architectures on System z

{SHARE 16
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SNA Subarea Networking il
+*SNA nodes are Physical Units
(PUs):
¢ Subarea (SA) nodes (VTAM,
NCP) (PU 4 or 5) or
* Peripheral nodes (PU 2 or
PU 1)
*Reside in Control Units like
a3274or 3174
«*Communication Partners
reside in Subarea Nodes or
Peripheral Nodes
« Are identified by their NETID
and their Name
v System Services
Peripheral Control Point (SSCP
Control Units (3174, nodes (PU name) )
etc.) Type 2.0) ¥Logical Unit (LU)
| % They are found by their
location in a NETID, a
Do ps ndent subarea, and an element in a
t subarea '

NETA NETB

>
VTAMS
S4=5

o

Front End Processors -
(FEP)

‘SHARE 17
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VTAM = Virtual Telecommunications Access Method

NCP = Network Control Program (runs in a physical Front-End Processor
(FEP) called a 3745/6 or an emulated 3745/6 called Communication
Controller on Linux (CCL) in System z)

Offloads processing from the VTAM in a partition to the FEP.

SNI=SNA Network Interconnect (to establish connections between partners
in different NETIDS)

Types of SNA Names for communication:
For Subareas:

SSCPs (a Physical Unit Type 5)

NCPs (a Physical Unit Type 4)
Peripheral Nodes

PU Type 2

PU Type 1
LUs

Dependent LUs

Independent LUs



NETA NETB

Front End Processors
(FEP)

SNA Subarea Networking Definitions suans

VTAMA
Sa=1

Control Units (3174,
etc.)

O pandent
P'LI_I

s

-

*DEFINITION REQUIRED:
*All resources (nodes,
links, paths) in an SNA
network (a NETID) must be
defined on each subarea
node for it to be able to
establish sessions through
the SNA subarea network:
*The dreaded SNA path
tables
« All possible session
paths — primary and
alternate -- (routes
between subarea
nodes) must be
predefined on all the
subarea nodes.

{SHARE 18

VTAM = Virtual Telecommunications Access Method

NCP = Network Control Program (runs in a physical Front-End Processor
(FEP) called a 3745/6 or an emulated 3745/6 called Communication

Controller on Linux (CCL) in System z)

Offloads processing from the VTAM in a partition to the FEP.
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SNA Networks and their Evolution B
Subarea - APPN’HPR
SA SA
[ I
z:rgrg)End Processors SA —=1saA |
Hos P,

Control Units (3174, | ‘
etc.)

]
Hierarchical . Peer

SNA originally consisted of subarea protocols
*Advanced Peer to Peer networking (APPN) introduced mid
1980s
*High Performance Routing (APN/HPR)introduced in 1990s
*Enterprise Extender (EE; HPR over UDP) introduced in 1%“

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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NN: Network Node
*EN: End Node
SNA Advanced Peer to Peer Networking (APPN)

If the business partner also enables APPN, then the interconnection between the two networks can be
done using APPN Multiple Network

Connectivity and Extended Border Node(s) instead of the subarea-based SNI technology.
Peripheral node

*Non-subarea dependent LU access through an APPN network uses Dependent LU Requester/Server
technology (DLUR/DLUS)

*Session paths are computed dynamically in an APPN network and need not be predefined.
HPR is an extension to APPN, so an HPR environment inherits all the characteristics of APPN.

|/f A and B are in session with each other over the link between VTAM2 and VTAM3 and that link fails,
the SNA session between A and B will no longer break as long as the links between VTAM2, VTAM1,
and VTAM3 are HPR links, such as XCF or MPC+ channels.

* When the link breaks, HPR will make a non-disruptive path switch and switch the session to go
between VTAM2, via VTAM1, to VTAM3 and

then further on to End Node 3 (EN3).
SNA High Performance Routing (HPR)

If the business partner also enables APPN and HPR then the interconnection between the two
business partners can be done using APPN Multiple Network Connectivity, Extended Border Node(s),
and HPR over IP - or in other words via the Internet instead of private lines

between NCPs.

*An extension to HPR is to use an IP network as an HPR link - this is known as HPR over IP (HPR/IP)
or HPR over UDP (HPR/UDP) or more generally as Enterprise Extender (EE)

19
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Enterprise Extender: SNA over UDP/IP o

A

EE Link or "Transmission Group " (TG)

(T%
!

.Re.n".'mﬂﬂy =rEm 1"
- -

SNA Data between SNA Applications W
-

o"' g <<= < Reliability -TI e
SNA Definitions >-< IP Definitions IP Definitions> - < SNA Definitions

«Enterprise Extender uses "unreliable, connectionless" UDP in the IP network, but it derives its reliability
from APPN/HPR architecture, which provides:

«Error detection and retransmission

*Non-disruptive reroute

+Congestion control

«Prioritization
«The single EE connection might comprise multiple IP links interconnected through multiple IP routers.
<»Availability of the IP network is provided by redundant paths and preferably dynamic routing protocols.
“»The IP network provides the packet forwarding.
“EE Endpoint is identified by means of an IP address (IP@") or a Hostname resolved to an IR-address.
<»Platform-specific coding ties SNA to IP within the EE Endpoint node. ‘SHARE 20
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SNA

el
SNA 3270
terminal
TCRITNI2TOE)
| .- " L) - -
. Backhone
rEm——— Network
TCPAP e
TN3270(E)
Warkstation

SNAILUZ

"
TN3270

Ill.l....... SNA
o

3270
Appli-
cation

SNALU2

‘Many OEM and IBM client products available
‘IBM products include PCOMM and HOD (Host- On- Demand)

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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SHARE
L e

‘There are
hundreds of
thousands of
SNA LU2-
based
applications
out there
today that
will not be
migrated to
native
sockets
{ever).

29 21
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Networks on Z: TCP/IP swame
a ™
VTAM IP Device |VTAM
USIBMWEZ.S192CDRM | and Link |USIBMWZ.5193CDRM Application
Layer 5
Layer 4 Transport
Layer 3 Network
Layer2 Data Link
Layer 1 Physical
(Hardware)
TCP/IP Network
\ J ave
‘SHARE 22
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Network Topology Equipment suame

< Communication and Connection Path >

Cables, ST Network
Links, Adapter
hysical Connections Port

Network
Adapter

'l Platform,

Node

Router Router

Redundant Hardware and
Software for High Availability

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Switching vs. Routing

@ A Switch connects multiple LAN Segments into a single logical LAN.
» We have one LAN with network address of 192.168.20.0/ 24

Local Area Network Segment A Local Area Network Segment B

192.168.20.0/ 24

Switch

192 168200/ 24
-———(One-hop Communication Path——————#=

# A Router connects multiple distinct LAN Segments to create a routing path.
* We have two LANs — each with a separate network address. Nodes in LAN A can communicate over the router with
Nodes in LAN B

Local Area Network A Local Area Network B

10.1.1.0/ 24

— Pa—
=i}

-

~ni}

T\;vo—hop C;—m—n:unication Pathgz

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Virtual Local Area Networks (VLAN) Y
with Switching SHARE

® A Switch connects multiple LAN Segments into a single logical LAN.
«We have one LAN with network address of 192.168.20.0/ 24

Local Area Network Segment A Ethernet Local Area Network Segment B
{ PORT\

-4——0One-hop Communication Path——————————

A single physical Ethernet Cable on the left can be subdivided into multiple
VIRTUAL LAN cables to produce multiple VLAN connections to different
subnets.

192.168.20.0/24

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

25



A Virtual Switch (VSwitch) in z/VM

r-—-—————--w—-——-—————————

—

z10
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Trurk or Access PORT
ETHERNET or IP

OSA/Express3

— OAT

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Trunk or Access PORT
ETHERMNET or IP
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Network Topology Types swame

Most Common: Sysplex Distributor:
Exploits XCF networks on System z

Local Area Network (LAN)
Broadcast, Multi-Access (BEMA) Point-to-Multipoint (PTM)
| Send unicast

] -
m — = frames to each of
=, = A ;. theendpoints.
A— LN .
—\ Send one frame oggo .. H»S et e N
the network using ) E::::n:: s -
media-specific ) Token ring T
B \\broadcast capabilities. ///epp |} -
— TLE = Dynamic XCF
T e Frame Relay
Non-Broadcast, Multi-Access (NBMA) Point-to-Point (PTP)
[ | Extend unicast
= = mm frames.
~ISend unicast f'ram'es' ) ol Predefined XCF
for every destination CTC (ESCON, FICON)
.onthe multi-access > ATNEnati cDLC
s network. AL mMPC+
—=. HyperChannel CLAW
— SLIP
Channel-attached routers (ESCON, FICON)

X.25 Packet Switching:
Still commonly in use in some countries Channel-attached Operating System Images
{SHARE 27
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CS z/0S
IP@3
IP@T P@7

Switch or bridge

# One IP network address space
without any IP routing.

+ All hosts are attached to the same
shared media.

+ All addresses come from a single IP
Subnet or network.

+ The media typically consist of many
segments with various bridge/switch
technologies to interconnect them,
but the entire network looks like one

an IP perspective (be careful with
such a design: broadcast storms,
bridge hops, etc.)

All z/OS operating systems and architectures have ways to statically define

routes.

Multi-Access Broadcast network from

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

-

Flat Network — Static Routing :

# Outbound traffic will multipath over the two adapters
(independent of use of any dynamic routing protocol).

# Each adapter will respond to ARP requests for its own
IP address.

# Adapters must be LCS (OSA, 2216-LCS, 3172-LCS).
MPCIPA implements similar functions in the adapter.

#|f the IP@1 adapter fails, the other adapter will do a
gratuitous ARP for IP@1 and begin responding to
ARPs for IP@1 in addition to its own IP@2.

#|f a VIPA address is defined (IP@3) and the VIPA
address belongs to the same IP network as the two
adapters (really a design violation!), then one of the
adapters will respond to ARPs for that VIPA address
(and move to the other, if the first adapter fails).

¢ This function s also called "ARP Takeover”

@ |n a fully flat network environment, there is no need to

use a dynamic routing protocol.

# Flat networks are not a recommended design
approach for medium to large IP networks.

# Flat networks do not provide the granularity you
often want to be able to segregate network
traffic for management or security purposes.

= S 28

With Subarea SNA, this is through path tables.
With IP, this is through Static routing definitions.
With APPN and APPN/HPR, the routing tables are dynamically learned.

With IP and dynamic routing protocols, the routes are dynamically learned or

computed.

28
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IP ROUtlng Subnet 3 Subnet 1 SHARE
P 'L\ |
Host A Z —{rests 2. IP Routing Tabl
1. IP Routing Table / : odting fane
« Subnet 3R1 : gugne: % Ef{
¢« Subnet4R2 . Duf neit R3
¢ Default R1 N / etau
N R, | |/
N | L~
Subnet 4 Subnet 2
| |

e Each Host maintains a routing table

* Routing table points to next-hop address
e Each IP router along the path examines the IP header
* Examines its own local routing table to find the most suitable next-hop address
* Uses the physical address (MAC) in the frame header to forward to the next-hop
router

< Path from A to B might be different than path from Bto A. .=
{SHARE 29
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Host A only needs to know next hop IP address; it does not need to know the full network topology in
order to reach any given IP network address.

Each IP router along the path must examine the IP header and look into its local routing table to

decide the most suitable next hop address before forwarding the IP datagram.

Uses the physical address (Media access control address — MAC - or channel
address)) in the frame header to determine where the next-hop router is

Path from A to B might be different than path from B to A.

29
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VIPA@1 (subjniet#7

* [sub)net#2

. 4 Roufer
[ ’ (subjnet#3
“ Router
.
(sub)netid
Router
.
(sub)net#t

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Router-Based Network Design

CS z/0S (subjnetts
VIPA@2 (subjnetsd

+ Outbound fraffic will mulipath over the two
channel-attached routers (if static or OSPF routes are
used).

+ Channel-attached routers and OSAs combined.

« Back-end OS/390 systems can be connected through
sysplex connectivity (XCF or CTC).

+ I one channel-attached router fails, dynamic routing
protocols will converge all inbound and outbound traffic
over the other channel-attached router (NB: router
cost/metrics).

+|fVIPA addresses are used. traffic to/from the VIPA
addresses can flow over any of the channel-attac hed
routers.

+In a router-based network, network segments and routers
can fail withoutimpacting other users than those that were
directly attached to the failing network segment. Dynamic
routing protocols will re-route IP traffic via altemate paths
between any two destinations in the network.

Router-based network design is
the recommended design for
medium to large networks.

# Multiple IP netwerk address spaces using Routers to interconnect (sub)networks.
+ Hosts in different network segments are aftached to the same shared media.
+ Each network segment is in its own IP Subnet or network
=Note: Within a subnet, multiple parts of a (sub)network may be bridged or switched together.

- -
SHARE

[ -

:SHARE 30
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Static vs. Dynamic Routing (Both in System z) suane
Static routes -- Manual Configuration

* Route definitions are configured manually and stay static until manually changed.
—BEGINROUTES definiticns in z/OS TCP/IP Profile (Preferred)
=GATEWAY (to be discontinued)
—In OMPROUTE: DEFAULT can be defined statically (and is not advertised)
+ ICMP redirect messages may change statically defined routing tables.
* OSA ARP Takeover function provides route recovery over failed interfaces although
the routing table itself does not change.

Dynamic routes -- Dynamically Learned

+ Route definitions are updated dynamically by a dynamic route update server
that uses a dynamic route update protocol to exchange route information
with other dynamic route update servers on other IP hosts.

UNIX Daemon Hello | RIP OSPF | EGP BGP
OMPROUTE (zOS, zVM) (Yes) | V1,Vv2 V2,v3 l No No
Typical UNIX Daemons Hello RIP OSPF EGP BGP
RouteD V1

GateD, V2 Yes Vi1 Yes V1
GateD, V3 Yes V1,v2 V2 Yes V2,V3

_ 4ARE 31

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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OMPROUTE is the current routing daemon available on z/OS and on z/VM.
The Hello protocol is used in the OSPF implementation for OMPROUTE, but
not in the RIP protocols.

The OMPROUTE UNIX daemon is current.

The RouteD daemon is obsolete on z/OS. GateD is also not implemented
on z/OS as a separate protocol. Itis essentially incorporated into
OMPROUTE.

31



The Evolution of the “Platform” (“Server” = §
as “Platform” or “Footprint” or “Host”) 171
. . : E/ Mobility H H E :, . Mobility L_.__-J L_él
EEEEEE Nﬂa =l | | |E||!J|5| ===
S=E0E T b
o,
Server Virtualized Virtualized Virtualized
Server Cluster Heterogeneous
Cluster

-

Advanced Management of Virtualized IT Infrastructure

SHARE 32
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First there were individual operating systems on individual server platforms. The
platforms were also known as a physical Server or a computing footprint or even a
physical Host. All resources on the platform were dedicated to a single operating
system.

Then virtualization of this physical server environment took over. A single physical
server could emulate or be virtualized into multiple “physical” servers running
separate hosts on a single physical platform. All these virtual servers could share
the system resources through the controls provided by a specialized operating
system known as a Hypervisor. A user desiring to reach one of these hosts or
virtual servers directed his connection or session request to one of the virtual
servers and the user’s operations would be carried out on that one virtual server
using shared resources.

Then several virtual servers could be clustered together to give the appearance of a
single system image. With the assistance of certain types of software, the user
directed his connection to what he thought was a single target. In reality, his
connection request could land at any of virtual servers in the virtualized cluster.
Such clusters shared software applications and disk storage among them so that
any single one of them could satisfy a user request. This type of single system
image was built from homogeneous platform types.

Finally the concept of heterogeneous computing allowed heterogeneous platform
types to cooperate with each other to satisfy user requests.



The Evolution of the “Server” Y
(“Server” as “Application” or “Application Server”) suare

Server as Application ’j Server as Application

IMS

Domain

System z

WEB CICs FTP

Software Name
Server

Operating System

DB2 IMS TN3270 | B TN3270

"TH— ==

Compute Memory Storage Network

LPAR LPAR LPAR LPAR
#1 ) #3 #4
Server as Platform 3 Server as Platform
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On Personal Workstation, x86, or Power: Single -
Operating System vs. Multiple Operating Systems

with Hypervisor of VMware, xHyp, PowerVM e

One
Operating System Image

Micromott- 9

Windows

MACHINE

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

Multiple Operating
System Images with
PowerVM or VMware

LPAR | LPAR
PowerVM
Virtual Virtual
Multiple Mazllme Machine
VIRTUAL #2
MACHINES
(VMs)
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On z: Single Partition vs. Multiple LogicaI_Partitions ,[1’
(LPARs) through Hypervisors of PR/SM and/or zZIVM  suaxe

One
Operating System Image

PARTITION or
1LPAR

z/OS or
z/VSE or
Z/TPF or

PARTITION or
1LPAR

z/Linux
zIVM

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

Multiple Operating
System Images with
PR/SM or z/VM

z/VSE

LPAR | LPAR

z/OS and/or zZVM |
z/VSE and/or LPAR
z/TPF and/or #2
z/Linux and/or

zZIVM {_SHARE 35
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Hardware Platform Support of the
Network Architectures on System z
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General Hardware Layout of System z 0

: ” @ Up to 15 Logical Partitions per CSS
Logical Partitions « Max. 60 Logical Partitions (zEC12, z196, 210 EC)
CSs50 551 css2 css3 o Max. 30 Logiaal Fartitions (2114, z10 BC)
upto 256 | upto256| upto 256 | UP 10 256 | e Lip to 4 Channel Subsystems
CHPIDs | CHPIDs PIDs | CHPIDs
tH e Max. of 2CSSson z114 and 210 BC
Ilgg:g g Single HSA with one active |OCDS that
provides a single system image for /10

[TIT TITT JITT TIT] <s===Interconnectcables
Physical Channels (PCHIDs) | /O features

CHPID — Channel Path ID (logical)
PCHID — Physical Channel ID
IOCDS — Input Output Control Data Set translates physical I/O addresses (composed of

CHPID numbers, switch port numbers, control unit addresses, and unit addresses)

into device numbers that are used by the operating system software to access
devices.

HSA - Hardware Save Area which holds the 1/0 configuration data for the server

:SHARE 37
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Controlling the Hardware from Consoles

Specialized microprocessors for
internal control functions

LPAR1

[
1
I
1
LPAR2 1
1
|
I

LPAR3

System Control

HMC

PC

}

Located in operator area

Support Element (SE)

l

CP

CP

CP

CP

) \
ThinkPads

/’//

System Control

Located inside CEC but
can be used by operators

Hardware Management Console (HMC)

CHPID

CHPID

CHPID

CHPID

CHPID

CHPID

CHPID
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Memory

Processors

Channels
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Specialty Processors for Offload from CP suams

« Users of System z pay Licensing Costs based on the processing time they use on
General Purpose Processors (CP — Control Processor)

e Specialty Processors have a lower licensing fee structure

» Users can reduce Licensing Costs by offloading from CPs to Speciality
Processors like:

« IFLs (Integrated Facility for Linux):

* The Integrated Facility for Linux (IFL) is a processor dedicated to Linux workloads
on IBM System z servers. The IFL is supported by the z/VM virtualization
software and the Linux operating system,; it cannot run other IBM operating
systems.

+ zIIP Engines:

» The IBM System z Integrated Information Processor (zIIP) is available on all IBM
zEnterprise (zEnterprise™), System z10, and System z9 servers. It is designed to help
free-up general computing capacity and lower overall total cost of computing for select
data and transaction processing workloads for business intelligence (Bl), ERP and
CRM, and select network encryption workloads on the mainframe. Eligible workloads
include DB2, HiperSockets large messages, XML, IPSec (VPNs) with z/OS
Communications Server, and other.

« zAAP Engines:

* The IBM System z Application Assist Processors (zAAPS) is available on all IBM
zEnterprise EC12, IBM zEnterprise, IBM System z10, and IBM System z9
servers. The zAAP specialty engine provides an attractively priced execution
environment for web-based applications and SOA-based technologies, such as
JAVA and XML.

:SHARE 39
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il Procassor Chmpi (CPC)

Channel Subsystem (CSS)
- channe’ programs-

20§  Linux ‘ VM Linux

s

Channel & Network Interface Structure on System z suane

@ Central Processor Complex (CPC):
* passes input/output (I/0) Request to
CSS
® Channel Subsystem (CSS):

+ moves data asynchronously to its

Image onz onz input/outpt devices
Logical Partons (LEAKS ) ;"ﬁz’ @ Subchannel:
I0DF | « the individual input/output devices in the
CSS that are assigned to the LPARs
|loCcDSs Ui @ Channel:
: » represented by a channel path ID or
HiperSockets | CHPID and represents the actual
Channel 5 K
o communication path.
Couglog <7 pudy ' » CHPID is mapped to the PCHID in the

COW s COW chamd | SPaR0ST

3 HCD and the IQCDS.
= m';] 5 ——@ Network Interfaces:

- g" Nekionk + identified to TCP/IP by the CHPID and

) 0 the Subchannel address that are

defined in the IOCDS.

Clher mainframe (CPC)

The I/O configuration of the central processor complex is defined in a
data set called the 1/O Configuration Data Set, or IOCDS.

:SHARE 40
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Connections to to devices or networks outside of the System z complex are
defined on hardware adapters or interfaces called channels. For system z
there are several ways to assign hardware addresses to these channels:

Note: The I/O configuration of the central processor complex is defined in a
data set called the I/O Configuration Data Set, or IOCDS. The I/O
configuration is normally done using a tool called the Hardware Configuration
Dialog, or HCD. HCD also creates a data set called an I/O definition file, or
IODF. The IODF is read by the z/OS operating system.

A central processor complex can also be configured using a less easy-to-use
statement syntax called IOCP statements. IOCP stands for I/O Configuration
Program (IOCP). The IOCP creates an I/O configuration data set (IOCDS).

IOCP statements can be migrated to IODF statements using HCD.
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and z196 'Y

Multiple subchannel sets on zEC12

Note: z114 supports only LCSS 0 and 1, 15 LPARs each, and had only two subchannel sets in each [€55" "

2196
Logical Channel Logical Channel Logical Channel Logical Channel
Subsystem 0 Subsystem 1 Subsystem 2 Subsystem 3
Upto 15 Upto15 Upto 15 Upta 15
Legical Partitions Legical Partitions Legical Partitions Logical Partitions
Partitions Partitions Partitions Partitions
:SS-DSuhcha"nels\ XCSS-1 Suhcnanns\s‘r\ C355-2 Subchannels /rCSS-J ubchannels
Y I 11 [T 1T | EEET
SS-01 [ 55-1 S-2 S50 [[85-1 S55-2
HHH - R H+H HH N HH
r63.751 ] [ 64k T [ 64k JI[63.75K ] [ 64K J| [ 64K 84K T Jh[63.75K ] [ 64K T| [ 64K
HEY, ‘7
. P = =
= = b =
Subchannels \ Subchannels Wls Subchannels
Channels \ / Channst€ Channels Channels
Multiple Subchannel Sets (MSS)
MIF — Multi Image Facility can share a channel within a LCSS
:SHARE 41

Span channel — Can share a channel with other LCSS
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Sharing Channels across LPARs and LCSSS . uax:

e |OCDS - Input Output Control Data Set translates physical I1/0
addresses (composed of CHPID numbers, switch port numbers,
control unit addresses, and unit addresses) into device numbers that
are used by the operating system software to access devices.

e It defines which Physical I/O addresses are shared.

e Hardware Console Definitions and the IOCDS map the Hardware
Channel Positions (PCHIDs) to the Channel Path ID (CHPID)
numbers.

* The operating systems use the IOCDS to define the Device
Numbers in their Operating Systems.

 If you migrate to a new hardware platform, the Operating
system definitions can remain the same because they rely on
CHPID, Control Unit, and Device numbers; only the mapping of
the PCHIDs to the CHPIDs needs to change!

:SHARE 42
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Sharing channels within a LCSS is call MIF multi-image facility

Sharing channel across multiple LCSS is called "SPAN channel" or spanning
a channel
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z/Architecture Channel

Input/output (I/O) channels are components of the zEC12 and System z

CSS and IBM z/Architecture®. They provide a pipeline through which data is
exchanged between systems, or between a system and external devices.

z/Architecture channel connections are referred to as channel paths.

The most common attachment to a z/Architecture channel is a control unit
(CU) accessed via an Enterprise Systems Connection (IBM ESCON®) or
Fibre connection (FICON) channel. The CU controls 1/0O devices such as

disk and tape drives.

. . . B i
Taxonomy: Connectivity Adapters in System z suARE
CLAW
*z0S
ZIVM
’ Cc1C CHANNEL CONNECTIONS
CDLC PARALLEL or ESCON or FICON or VIRTUAL (z/VM)
XCF
LCS
*ZVSE LOCAL AREA NETWORK (LAN) CONNECTIONS
*z/N\M ok
_;_inux (for CCL) ETHERNET, 802.3, TOKEN RING
«z0S
é/v m HIPERSOCKETS INTERNAL CONNECTION
e
ezLinux i LAN CONNECTION over VIRTUAL SWITCH
M VSwitch ETHERNET, 802.3
208 RoCE Remote Direct Memory Access over Converged Ethernet AN
CONNECTIONS --- ETHERNET :SHARE 43
Complete your session evaluation online at: SHARE.org/Anaheim-Eval -y
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Alternate Taxonomy: Types of Network Yy

Connectivity SHARE
* Physical Network Adapters

e Channels
« ESCON, FICON, XCF

+ RoCE (RDMA over Converged Ethernet)

* Local Area Network (LAN) Adapters
* Open System Adapters (OSA) with OSA LAN Ports

* Virtual Network Adapters
* HiperSockets
* Virtual LAN Adapters over LAN or HiperSockets or VSwitch
* Virtual Channel-to-Channel Adapters (under z/VM)

{SHARE 44
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Channels and CHPID types =

cuADE

Table 1-1 Channel and CHPID types

Channel type CHPID type Description
ESCON? CVC Conversion Channel (ESCON to Parallel BL).
CBY Conversion Channel (ESCON to Parallel BY).
CNC Connection Channel (ESCON Architecture).
CTC Channel-to-Channel (communicates with ESCON CNC).
FICON FC Fibre Connection (FICON) architecture - native FICON.
FCVP FICON converted (FICON to ESCON).
FCP Fibre Channel Protocal (full fabric attachment of Small
Computer System Interface devices).
HiperSockets QD Internal Queued Direct /0.

a. Not supported on IBM zEnterprise EC12
b. Only supported with FICON Express LX feature

Important: The IBM ESCON Director (9032-005 including all features) was withdrawn

from the market on December 31, 2004. There is no IBM replacement for the 9032-005.
:SHARE 45
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Z Network Interfaces to Attach to a Network . ,..ae

« Directly Attached Network Interfaces

One IP Host
IP addr-1

CS 2/0S Interface Network
Device

Device may be inboard (OSA adapter) or
outboard (3172 LCS or 2216-LCS)

+ Channel-Attached Routers

One IP Host Another IP Host
Point-
to-

Point
Link

IP addr-1]" [IP addr-2 |

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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+ LCS - Token-ring, Ethemet, and
FDDI (3172, OSA, 2216)

+ MPCIPA - 10 Gigabit or Gigabit
Ethemet and Fast Ethemet
(OSA-Express w. QDIO)

+ HiperSockets (a form of MPCIPA)

+ X.25 PSDN

+ CTC (Virtual Channel to Channel)

+ XCF

+ SAMEHOST

+ SNALINK

+ HyperChannel

+ ATM (LE or Native)

v Cisco CIP
CLAW
ESCON
FICON
+ NCP (SNALINK or CDLC)

46
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PCHID Mapped to CHPID; OSA Adapter/Port ...

PCHID A and PCHID B

vameEs eoron et OSA-E3:_2- or d-Port Adapter OSA-E4S: 2-Port Adapter
1GbE and 1000Base-T 1GhE and 1000Base-T OSA-E5S 1GhE
i 7] CHPID x
@ f— Porr &
CHPID x la—rarto ||| £ 3373 2por, CHPID x ot
Fibor) le—porm 1
1GbE FC 3369 (2 port, Port 1
1000Base-T Coppw) — FC 0404 (Fiber)
[ FC 0405 [Fiber)
ja— Porr 1
CHPID y t—Part 0 CHPID y
[E] fe—rpono PCHID C
FC 3363 (4pom,
FC 3384, 335 (Fiber) |—i| =1 Fiber)
FC 3366 (Copper) e — FC 3367 {4pon,
Copper)
OSA EZ GBE or 1000Base T: A OSAE3 GbE or 1000Base T: Multiple ports on a single CHPID
single port on a single CHPID O5A-E45 GbE: Multiple ports on a single CHPID
OSA-E2: 1-Port Adapter OSA-E3: 2-Port Adapter OSA-E4S5: 1-Port Adapter
10GbE OSA-E5S 10 GbE
—
10 GhE CHPID x
CHPID X Parto CHPID x
CHPIDY
FC 3368 (Fiber) FC 3370 (Fiber) FC 0406 (Fibor)
FC 3371 (Fiber) FC 0407 (Flbor)

IDAII 10 GbE Adapters: A single port on a single CHPID I

amARE 47
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I
PCHID Mapped to CHPID (Defined in IOCDS but e
visible in NETSTAT OSAINFO Command) suane

D TCPI P, TCPI P1, OSAI NFO, | NTFNAVE=LG GLF

EZZ00531 COMMAND DI SPLAY TCPI P, , OSAI NFO COVPLETED SUCCESSFULLY
EZDO031l TCP/IP CS VIR12 TCPIP Nane: TCPIP1 17:27: 48 153

Di spl ay OSAINFO results for IntfName: LA GLF

Port Nane: G GLF Port Num 00 Datapath: 0D22 Real Addr: 0020

Physical Mapping-te-togicat-Ma

PCH D (0531 P [x CHPI D Type: OSD OSA code | evel : 0059
Cen: OSA-E3 Acti ve speed/ node: 1000 nb/sec full dupl ex
Medi a: Copper Junbo franes: Yes Isolate: No

Physi cal MACAddr : 00145E779FF6 Local | yCf gMACAddr : 000000000000
Queues defined Qut: 4 In: 1 Ancillary queues in use: 0O
Connecti on Mode: Layer 3 I Pv4d: Yes [Pv6: No

SAPSup: 00OFF603 SAPEna: 00082603

SHARE 48
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Use the DISPLAY TCPIP,,OSAINFO command to retrieve information for
active IPAQENET and IPAQENET®6 interfaces. An interface represents a
single datapath device of an OSA-Express feature. The information is
retrieved directly from the OSA-Express feature. The OSA-Express must be
of the appropriate type and at the appropriate MCL level.

This display reveals the relationship between the physical location of the
OSA port and the coding in VTAM TRLEs and TCP/IP. For service levels
we also see the OSA code level without having to display the VTAM TRLE to
obtain the same information about code level.

QDIO inbound workload queueing routing variables — This output is for
an interface defined with DEVICE/LINK; as a result, INBOUND
Workload Queueing is not available on the INBPERF DYNAMIC
statement. This fact explains why there is still only one inbound queue
displayed. And so with this you see another reason to convert from
DEVICE/LINK definitions to INTERFACE definitions for an IPv4
interface. If QDIO inbound workload queueing is in effect for the interface,
this section contains the routing variables for the ancillary input queues.
Routing variables identify which inbound packets are to be presented on an
ancillary input queue.
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Sharing OSA Ports

Intemal
Data Path

Shared OSA Port

External
Data Path

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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“H .‘ Rul
® A shared OSA Port permits )
communication through the OSA path
without exiting onto the network if the
routing table identifies the OSA as the
next hop in the path.
® \Which LPAR is inbound data from the
Network sent to? Depends on:
» OSA Address Table (OAT) Entry, or
® Primary/Secondary Router
designation, or
s Virtual MAC address
+ To a certain extent: VLANID
:SHARE 49
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Multiple VLAN Support over [Shared] OSA

z/0S and z\VM TCPIP1 z/0S and z/VM TCPIP2
= VLANID 10 VLANID 11 VLANID 20 VLANID 21
(Global VLAN) (Global VLAN) (Global VLAN) (Global VLAN)
= \/MAC10 = VMAC11 VMAC20 = VMAC21
192.168.1.129 / 26} 192.168.1.202 / 26|
Shared OSA (19216817 3/28
,01,:01 /2 '11.%” are o 192 ‘162911\ 312
\h’.s\ W
Trunk Mode
192.168.1.102/ 26 . 192.168.1.203/ 26
192.168.1.130/ 26 Switch 192.168.1.194 / 26

=

SHAR

Tabewats e Bt

@ Starting at V1R10 you can have up to 8 VLANSs per stack, per OSA port, per IP version.
1. With multiple VLAN IDs per stack on an OSA port, you must assign a VLAN ID to every
one of the multiple Interfaces on that OSA port and
2. You must assign or default to separate VMACs on each VLAN ID.
3. As usual, each VLAN |D must be on a separate subnet.

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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OSA QDIO (CHPID Type OSD)

SHARE
OSA/SF is not required. All IP Addresses defined in the PROFILE.TCPIP on
Interface or HOME statements are dynamically downloaded into the OSA port.
zZ/OS LPAR PROFILE.TCPIP Qolo Pmnicm QDIO Protocol
DEVICE DEVICEL ... CHPIDp3 OSD_ CHPID type OSD
LINK LINK1 ...
DEVICE DEVICE2 ...
LINK LINK2 ...
DEVICE DEVICES3 ...
OSA Address Table LINK LINK3 ... Store and forward || Data Router
(OAT) INTERFACE INT1 ... IPADDR 10.10.4.111 .. osA-Express? CEhETEES
in OSA Ports INTERFACE INT2 ... IPADDR 10.10.5.67 ...
INTERFACE INT3 ... IPADDR 10.10.6.213 ..
HOME
10.10.1.15 10.10.1.15 LINK1
1010292 _—"| 1010.2.92 LINK2
10.10.3.133 10.10.3.133 LINK3
10.10.4.111 START DEVICEL
10.10.5.67 START DEVICE2 OSA Address Table (OAT)
10 '10 6 '213 START DEVICE3 may be displayed using the
bdbel%k OSAINFO command.

Dynamically maintains the OSA Address Table (OAT) through automatic download to the OSA port.
* Includes any VIPA movement/changes
Layer 3
* 4 outbound QoS (Quality of Service) queues and 4 Inbound Queues for performance
* IP Only (use Enterprise Extender for QDIO advantages with SNA traffic)
« IP-Assist to handle MAC addressing, ARP processing, some filtering
« TCP/IP Netstat display and purge of ARP cache {.SI-.IARE 51

&om ﬁ/é?é/gﬁ %%&QJ@MBQEB H%Xﬁﬁ @ayh%g’ﬁé% rﬂ?ﬂn%n -Eval

Supports high-speed LPAR-to-LPAR communication

OSA microprocessor communicates directly with System z using data
gueues in memory
Continuous direct data exchanges

Communications remain active
Utilizes Direct Memory Access (DMA) protocol

Reduced I/O interrupts

Reduced Latency
Dynamically maintains the OSA Address Table (OAT).

Does not require OSA/SF-.
All addresses are dynamically downloaded to the OSA.

Any VIPA movement/changes are dynamically downloaded to the OSA from
the TCP/IP stack.
Layer 3

4 outbound QoS (Quality of Service) queues for priority queuing of data
IP Only (use Enterprise Extender for QDIO advantages with SNA traffic)
IP-Assist to handle MAC addressing, ARP processing, some filtering

TCP/IP Netstat display and purge of ARP cache
Layer 2 (not supported by z/OS)
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OSA non-QDIO (CHPID Type OSE)

Non-t QDIE
Cirs i AR E
Only IP
M Addresses
defined by Lo ORI
OSA Support Facility (OSA/SF) | OSA/SF are PROFILE.TCPIP
10.10.1.15 _downiioadEd DEVICE DEVICEL ...
10.10.2.92 into the LINK LINK1 ...
OSA port. DEVICE DEVICE2 ...
10.10.3.133 P LINK LINK2 ...
DEVICE DEVICES ...
OSA Address Table IP Addresses (LN (HINTES oo
(OAT) defined in the HOME
in OSA Ports PROFILE.TCPIP —T 10.10.1.15 LINK1
on HOME 10.10.2.92 LINK2
10.10.1.15 I statement that 10.10.3.133 LINK3
10.10.2.92 are not defined in ig-ig-g-é%ll_'l-,\'l'\}i'g“
10.10.3.133 OSA/SF are not 10106213 1L INKG
known by the
OSA port. START

* OAT Table must be manually built with OSA/SF
« Unless HCD access and default setting is adequate.

* Layer3

* 4 outbound QoS (Quality of Service) queues for priority queuing of data

e CHPID Type OSE is for IP or SNA

: No IP Assist — Stack does ARP processing, etc. :SHARE 52

omplete your session evaluation online at: SHARE.org/Anaheim-Eval

OAT=0SA Address Table

For OSA-E3S and prior in non-QDIO mode, OSA/SF as a host program is required
for SNA definition and for non-default TCP/IP definition.

For OSA-E4S on the second generation of the zEC12 or the first generation of the
zBC12 and higher can be configured for non-QDIO with the OSA/SF host program.
Optionally the OSA/SF on HMC is available for the configuration.

For OSA=ES5S and higher in non-QDIO mode, OSA/SF on HMC is required for SNA
definition and for non-default TCP/IP definition.
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HiperSockets: Internal Communication Path ;E

Tabewats e Bt

System z CEC

CEC = Central Electronics
Complex

HiperSockets = aka “iQDIO”
or Internal QDIO

Available to TCP/IP only

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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HiperSockets is an internal communication path through hardware and
software on a single Central Electronics Complex.

Mainframe HiperSockets is a technology that provides high-speed TCP/IP
connectivity within a central processor complex. It eliminates the need for
any physical cabling or external networking connection between servers
running in different LPARSs.

The communication is through the system memory of the processor, so
servers are connected to form a "internal LAN."
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IUTSAMEH or Virtual Channel-to-Channel cusns

MVSx

TCPIP1 TCPIPT

zIVM

zIVSE 1 ZIVSE 2

Virtual Machine VCTC Virtual Machine

IE 54
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XCF Connectivity: for TCP/IP or SNA Connectivity

CEC 1 CEC2
MVS1 MVS2 MVS3

s

- -

TCPIP1 TCPIPT TCPIP2 TCPIP3

Coupling
Facility

1.IUTSAMEH Device between Multiple TCP/IP Stacks in Same MVS Image
+ Can use internal hardware/software path to communicate with each other
» Formerly called the "IUCV" path
+ Now called the "IUTSAMEH" Device or the "EZASAMEMVS" Link
¢ Predefined with Device/Link or defined with DYNAMICXCF in TCP/IP Profile
2.HiperSockets Connection
« Predefined with Device/Link or defined with DYNAMICXCF in TCP/IP Profile
3. XCF connection over Coupling Facility -
¢ Defined with DYNAMICXCF statement in TCP/IP Profile >

o

XCF = Cross System Coupling Facility
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Types of IP Addresses Y

SHARE
[

* Real Addresses
« Associated with Physical Adapter types

* Virtual IP Addresses (VIPAS)

* Not associated with Physical Adapter types (represented with
address control blocks in software only)
« Static VIPAs (statically defined)
* Dynamic VIPAs (designed for high availability: mobility from one
system to another)
 Predefined with VIPADEFINE and VIPABACKUP
* Dynamically allocated through definition of VIPARANGE
» Dynamic VIPAs (designed for high availability and performance:
to provide traffic distribution
* Predefined with VIPADISTRIBUTE

:SHARE 56
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Virtual IP Address: Basic Concepts for Static VIPA

Physical endpoint or path to Path to VIRTUAL endpoint breaks;
dpoint breaks; Establish new Ci tion survives outage if
connection over new route. re-route is imely

A timely reroute
usually requires a
Dynamic Routing
Protocol like OSPF
in z/0S.

" TCP/IP Stack
s,
] 172.30.11 1
\ Physical IP Addresses
‘|92.‘JS&.50.1 i

! TCP/P Stack ™

')
| Physical IP Addresses
‘!92.16&.50.1

10.1.1.1 10.1.1.1

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Sysplex Distributor on z/OS TCP/IP: Basic Y

[

Operation - VIPA presents Single System Image ?-@nn
sD
NM2ATCP NM2BTCP NM1ATCP NM1BTCP
10.13&.3.21” [10.182.6.21] | | [10.182.6.21] [10.182.6.21].

Sysplex Workload Distribution On System z with z/OS TCP/IP
*All Sysplex Nodes Communicate via XCF
*XCF used for Signalling/Messaging but also for Data Transport
One Stack Performs Routing Functions
*Owns Sysplex-Wide VIPA And Advertises To Routers
*Routes Connection Requests To Application Hosts
*With Real-Time Consultation With WLM And Policy Agent
If WLM Not Available, target stack selection is random or other distribution
algorithm may be defined.
Other Network-Connected Stack Is Backup
*Takes Over From Primary In Case Of Failure ]
Dynamic Routing Protocols, OSPF Or RIP, Recommended _:"!.;;mRE 58
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Presenting a Single System Image (SSI) to the world for traffic distribution

with z/OS.
Virtual IP Address (VIPA)

Distributed Dynamic VIPA (DRVIPA)
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SNA Sysplex Functions suane

*VTAM Generic Resources
*Provides session balancing and availability
*Users logon to a generic name - VTAM
decides which application to use
*Requires APPN in the Sysplex
*Multinode Persistent Sessions
(MNPS)
eSessions can continue with application
started on another image if current
image fails
*Builds on HPR's path switch technology
*Only recommended for LU6.2 applications
where the availability requirements justify
the added CPU cost
XCF
*Cross system coupling facility
*Dynamic APPN links automatically
activated between all VTAM's in sysplex
specifying XCFINIT=YES

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

Members of a Sysplex share messages with each other over XCF links.

Members of a Parallel Sysplex share data and policies with each other that
are stored in a Coupling Facility.

Operating Systems may avail themselves of Coupling Facility Links to send
payload/production data to each other.
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Differences in Applications
In z Networking
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1
Securely Transferring Files over the

.
Network R
USER ID, Password, Data,
2l Encryption Key
A R
ﬁ 3 Dg{a Privacy, Encryption via ... ™
]
,z/ ®|Psec
o 1. Auth, Access ®SSL/TLS/AT-TLS 1. Auth, Access to file
® RACF or other ® Secured Shell (SSH) and to Server
®2. Auth, Access 4. Data Inteqrity via...
& RACF or other ®|Psec
/
!f SO 2. Access to Netwo rk"‘“\; ® SSL/TLS/AT-TLS
\ - ® Firewall 5 ;S?;S i 1
\ = - No b spoofing
N s —IDS _ ®lPsec
== Nl // @ SSL/TLS/AT-TLS
\\-.____,_/ ®SSH
1. Authentication & Access Control to file and to file transfer command.
2. Authentication & Access Control to the Network.
3. Data Privacy for USER ID, Password, Payload Data, Encryption Key.
4. Data Integrity: Proof that data was not altered in flight.
5. Non-Repudiation: Proof that the data was sent by the declared sender e 61

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Confusing Acronyms for File Transfer

=

IS H .A R..‘
Acronym & Meaning REC # Function
Punched Paper Tape N/A
Punched Cards
Exchanging Tapes N/A
SFTP 913 | unsecured, unathenticated
Simple File Transfer Protocol (now historic) | transfer of files - -
TCP Port 115
TFTP 1350 | unsecured, unauthenticated,
Trivial File Transfer Protocol and functionally limited
transfer of files in a small
private intranet (usually boot
files for routers) -
UDP Port 69
SCP BSD Remote | secured, authenticated
Secure Copy Program Copy Protocol | transfer of files over SSH -
TCP Port 22 (SSH)
FTP 959 | File transfer providing
_File Transfer Protocol 2428 (EPSV) | optional RACF or application
password authentication,
directory searches, file
deletes, and more.
TCP Ports 21 and 20 RE 62
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Confusing Acronyms for File Transfer ...

Acronym & Meaning

RFC #

Function

SFTP
SSL File Transfer Protocol

959
2428 (EPSV)

Original Acronym used for SSL FTP:
security provided with x.509

file transfer protocol daemon
file transfer protocol new server
(z/0S forked address space for remote client)

SFTP
SSH FEile Transfer Protocol
Runs under SSH
CoZ SFTP
Runs under SSH of IBM Ported Tools

or
959, 2228, 4217

4217 | certificates together with SSL/TLS
procotocols
TCP Ports 21 and 20
FTPS 959 | Secured transfer of files relying
FEile Transfer Protocol Secure or 2228 | optionally on RACF and/or application
FEile Transfer Protocol SSUTLS/ 4217 | password authentication, certificate
AT-TLS authentication and encryption through
SSLTLS or AT-TLS protocols
TCP Ports 21 and 20
Deprecated: TCP Port 990
ftpd and ftpdns 959 | UNIX commands/processes used by

both FTP server on behalf of main
FTP task and on behalf of forked
server task for the the client who has
logged in

TCP Ports 21 and 20

Secured transfer of files using
authentication and encryption
facilities of Secured Shell; password
authentication is optional

TCP Port 22

SSH
Secured Shell

4251 (Version 2)

Secured tunnel for communication
for:
file transfer, terminal command
interaction, and other

sftp and sftpd
secure file transfer protocol
client and daemon

sftp = SSH client command for SSH
File Transfer

sftpd = SSH server listening for client
connect requests

TCP Port 22

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Confusing Acronyms for File Transfer ...

Acronym & Meaning RFC # Function
FTP over SSH. i i 959 | File transfer per RFC959 secured by
File Transfer Protacol over an SSH Tunnel 2428 (E:g;? tunnelling it through SSH
Managed File Transfer Protocols Proprietary | File transfer for DB2, with automated
Implementations | recovery of failed file transmissions

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Solution to the Alphabet Soup of Acronyms =

SHARE
*Do not use the terms or acronyms without explanation:
*"Secured FTP"
*"SFTP" or "sftp"
If someone else does use these expressions, ask him to ...
sldentify what technology is being used to secure the File Transfer:
*With SSH?
*With SSL or TLS or AT-TLS?
*With a VPN (IPSec Virtual Private Network )?
*Proprietary coding?
*Other?
*Explain the requirements for the File Transfer:
*Security Service that is required?
*Authentication
*Access Control
«Confidentiality (Encryption, Data Masking
*Data Integrity Preservation
*Non-repudiation
*FIPS 140 dependencies?
*Recovery/Restart Capability
*Platforms that are involved?
*Types of files needing to be transferred?
«File Organization: Record (e.g., MVS organization), Stream, VSAM, DB2, etc.?
«Cost?

«Other?
:SHARE 65
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Differences in
Security Implementations
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Complete your session evaluation online at: SHARE.org/Anaheim-Eval Teeet

e ———————————

66



Security
) . ) SHARE
Security Services and Mechanisms
| MANAGEMENT |
el
Authentication ‘ )Access Control| Confidentiality | |Data IntegrityHNan-Repudiation | Governance
Identifying Denying  Preventing Detecting  Proof of: LEELGC
Users/Entities  Accessto  Unauthorized Unauthorized  » Origin Policies
Resources Disclosure of Modification »Receipt
& Logon IDs (aka. Storedand  of Stored and ,T,ans:c“m Logging and
4 Passwords  puthorization) Transmitted ~ Transmitted r Archiving
& Pass Tickets Data Data =Time where
& Digital
Certificates & Access & Encryption & Checksum & Digital Rscsssary
& Private Keys C_an'fmf (based on & Mt g Signatures
& Smart Cards Lists Selected integrity & Digital IReguralr
and FINs & Security Algorithms,  code Certificates ~ 'nterna
& PCMCIA Cards  Labels e.g. 3DES, & Digital & Trusted Time Audits
4 Biometrics & Roles AES, etc,) Signatures
& Physical 4 para & AntiVirus Required
Barriers masking External
Audits
International Standard 15O 7498-2, "Security Architecture”, provides a good starting point
‘SHARE 67
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Legacy Security Needs as depicted still exist. However, the tools or
mechanisms used to provide the security have had to become increasingly
sophisticated to meet current demands. Some of the security technologies
above are no longer as powerful as they once appeared, and new
technologies have had to arise to meet advances in security infringements.

Identification of Users
Authentication of Users with Passwords
Access Control of Users to
Building
Room
Data Access
Networks (Firewalls and IP Filtering)
Intrusion Detection and Services
Data Privacy or Confidentiality
Data Integrity — Trust in the sent or received data
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Security Policies with z/OS CS Policy Agent ¥

traffic from entering or leaving
your z/0S system

\/ Application-specific selection of
outbound interface and route
(Policy-based routing PBR)

\/ Providing secure
end-to-end IPSec VPN

tunnels on z/0S

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

TCP applications without
application changes

SHARE
g < foSiuinubeiu
Configuration
Assistant for z/OS Text editor, such =%
Communications as ISPF on TSO
Server SyslogD -
log files OPERLOG 'S Console
Store policy
and
Install IKE
configuration
files on 5105 Ee
B eintait IKED daemon TRMD SyslogD.
policies in TCP/IP. (one per
stack)
s Selected
T e policy
T 1
DS PBR
Qos AT-TLS
I zI0S
Policies Policies Policies Policies H Policies. Log buffers TCPIP
Stack
. J
( IP Network 5
\/ IP Filtering to block unwanted .
9 c tion-level ity f Making sure
onnection-level security for high-priority

applications also get
high-priority processing
by the network

\/Pro'recﬁon against "bad guys"
trying to attack your z/OS system

{SHARE
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Example of How Policy Agent Installs Policy suase

Network Operaions &
Configuration IP Security Management User
Assistant Manitor .
Application |—ef——='
Store Policy
locally in 208 s{%::“
NMI API
(]
Policy ipsec TRMD SYSLOGD
Agent command
Ihstai | Filter &
Policy jPSec
23 iy events
Filter Rules b
s s Log TCPIP Stack
Permit-Deny Filter Buffer
Actions Rules
1. TCPIIP Stack logging & n

+ Maintains a list of currently active IP filters (Pemit / Deny}
— Default Filters (implicit and Explicit Profile Filters) ,,,j,,'”‘;;:'gg'?ﬂ?gg"“f,“* all messages and events

+ Actively filters network traffic. « Provides network management interface to the same

2.UNIX System Services (USS) shell command “ipsec” information as the ipsee command,
» Provides real-time network management data. 7. New in ZO0S V1.1
3. Policy Agent iy . i iti
= Instalis IP Fllter pollcles into the TCP/IP stack. ¥ ﬁ;ﬁghﬁ.“fﬂ:ﬂ“dmsimf contain additional tunnel selector and

4. Traffic Reg ger D (TRMD)
= Responsible for logging P Filtering evenis that are
detected by the stack (events, updates)
:SHARE 69
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Internet Key Exchange daemon (IKED)
*Responsible for retrieving IPsec policies from the Policy Agent.
*Used for dynamic VPNs.

*Allows for secret keys and other protection-related parameters to be exchanged prior to a
communication without the intervention of the user.

TCP/IP Stack
*Maintains a list of currently active IP filters and IPsec security associations.
Actively filters network traffic.
«Controls encryption and decryption of network data.
*Maintains counters associated with an IPsec security association lifetime.
UNIX System Services (USS) shell command “ipsec”
*Provides real-time network management data.
NMI APl new in z/OS V1.9
*Provides network management interface to the same information as the ipsec command.
New in z/OS V1.11
eipsec, NMI, and SMF contain additional tunnel selector and attribute information.
Policy Agent
*Used to configure IPsec policies.
eInstalls IPsec policies into the IKED and the TCP/IP stack.
Traffic Regulation Manager Daemon (TRMD)
*Responsible for logging IPsec events that are detected by the stack, including:
*IP Filter events
*Updates to IPsec policy
«Creation, deletion, and refresh of IPsec security associations
System logging daemon (syslogd)
*Manages the logging of all messages and events
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Secured Sockets Layer for Protecting Traffic .uane

Provides security through authentication, encryption, and data integrity
checking over an entire network path from application or application-owning
node to remote application or application-owning node.

f —
(Applications (Applications
SSL APIs -~ . - SSL APIs
Sockets APl secure « ations: Sockets APl
TCPMUDP 1) session key, TCP/UDP
IFACMP 2 usempassww' IF/CMP

Data Link

{SHARE 70
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AT-TLS vs. SSL or TLS r‘i

« Application Transparent TLS vs. Secured Sockets Layer
vs. Transport Layer Security Protocols

Stands for: Designed by: | Main Features: Applications
SsLv2 Secure Sockets MNetScape Server TN3270 Server
Layer Authentication
SSLV3 Secure Sockets NetScape Client TN3270 Server,
Layer Authentication FTP
TLS-enabled | Transport Layer IETF Draft Single port for TN3270 Server
Telnet Security -Enabled |RFC SSL Negotiation
(SSL V3.1) Telnet ar non-S5L
TLS 1.0 Transport Layer IETF RFC Standards-Based; | FTP Server & Client,
Security 2246 Negotiable TLS or | TN3270 Server,
SSL port AT-TLS
TLS 1.1 Transport Layer IETF RFC Standards-Based; | Any applications with
Security 4346 Mew notes, error | AT-TLS - At VIRT1
handling, notes ... | itis AT-TLS default
AT-TLS Application- IBM; complies | Foundation based | Any application; some
Transparent TLS | with previous | on Standards; applications enjoy
standards, Application additional options
incl. de facto | Transparenc

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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This chart explains the evolution of Secure Sockets Layer in
Communications Server.

The SSL V2.0 protocol is described within the documentation for SSL V3.0,
because even SSL V3.0 can negotiate down to SSL V2.0.

The SSL V3.0 protocol is described at
http://home.netscape.com/eng/ssl3/draft302.txt

Note the unfortunate name applied to SSL V3.1: "TLS-enabled ...."

The only piece of TLS that is represented in TN3270 at V2R10 is the ability
to negotiate either TLS-enabled or to use a single port for both SSL and
basic (i.e., non-SSL) connections. The current draft (as of 09/00) is draft4,
whose URL is http://search.ietf.org/internet-drafts/draft-ietf-tn3270e-telnet-
tls-04.txt.

The TLS 1.0 protocol is defined in RFC 2246 at www.ietf.org/rfc.html.

The TLS 1.1 protocol is defined in RFC 2246 at www.ietf.org/rfc.html. The
updates for TLSv1.1 implement protection against security attacks and other
minor changes. TLSv1.1 is compatible with previous TLS versions. AT-TLS
can now be configured to enable or disable TLSv1.1. TLSv1.1 is enabled by
default.
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A Virtual Private Network (VPN) with IPsec  ,uaec

Provides security through authentication, encryption, and data integrity
checking over an entire network path or a segment of the path.

Gateway-to-Gateway: Protection over Untrusted Network Segment

Z/0S
Bl
vll‘—.IJ intranet ) 5 q

. - .
Connection” " Tunnel mode IPSec SA

Gateway-to-Host: Protection over Untrusted Network Segment
2/0S

,II'_.:]. intranet ==
- 1 — '—_® B
= =
- ~—

Connection Tunnel mode IPSec SA

New IPSec Header | I = | i
(ESP) or (AH] 1P Header TGP Header Data

{SHARE 72
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These are two of several examples for building a Virtual Private Network.
Gateway to Gateway:

*The Data and Security Endpoints are different.

*We need an IP Header to identify the Security Endpoints;

*We need a different IP Header to identify the Data Endpoints.

«In this way we can TUNNEL the Data Endpoint IP Header inside the
Security Endpoint IP Header.

Gateway-to-Host:
*The Data and Secxurity Endpoints on the left are different
*The Data and Security Endpoints on the right are the same
*We need an IP Header to identify the Security Endpoints;
*We need a different IP Header to identify the Data Endpoints.

*In this way we can TUNNEL the Data Endpoint IP Header inside the
Security Endpoint IP Header.
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Appendix: References

{SHARE 73
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For More Information i
* IBM z/OS Communications Server Product Manuals
» Resource Link
» IBM Redbooks on http://www.redbooks.ibm.com/
» z/OS Communications Server
* OSA-Express
* IBM System z Connectivity Handbook

¢ Web Document z/OS V1R11 Communications Server Scalability,
performance, constraint relief, and accelerator

 http://publib.boulder.ibm.com/infocenter/ieduasst/stgv1rO/topic/com.ibm.iea.co
mmserv_vl/commserv/l.11z/hardware/perf.pdf

*  Web Documents on ATS TechDocs web site
http://www.ibm.com/support/techdocs/atsmastr.nsf/Web/Techdocs
* FLASH10744 QDIO OSA Definition Migration: Device/Link to Interface

* WP101327 Performance and Capacity Planning Information for z/OS
Communications Server

* PRS1707 z/0S OMPROUTE Hints and Tips -- Focus on OSPF

* PRS4927 Ordering OSA Adapters with Multiple Ports per CHPID? Don't Make
these Mistakes!!

» PRS3950 Avoiding the Pitfalls of an OSA-E3 or OSA-E4S Migration (z/OS
Examples)

* PRS3296 Understanding VLANs when Sharing OSA Ports on Syste%“
contbleFlASH10706:QSA- ES:Mdtipert.and 2 ortname Conflicts
. PRS789 7/0S Commiinications Server TCP/IP VIPA (Virtual IP Address)
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Documents, URLs for Performance & = B

Tuning suans
 http://www-01.ibm.com/support/docview.wss?uid=swg27020466&aid=3

* OSA Performance Improvements

* http://www-01.ibm.com/support/docview.wss?uid=swg27005524
» z/OS Communications Server Performance Index
o http://ww-947.ibm.com/support/entry/portal/

* http://lwww-
947.ibm.com/support/entry/portal/overview//software/other_software/z~0s_
communications_server

* IBM Support Assistant
* http://publib.boulder.ibm.com/infocenter/ieduasst/stgvlrO/index.jsp

* IBM Education Assistant

:SHARE 75
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See the appendix of this document to find out about Web portals like the IBM
Support Assistant and IBM Education Assistant, which will help you navigate
to performance and tuning sites for various components, including z/OS
Communications Server.
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From “More TCP/IP Hints and Tips”: Yy
Performance s:A"

IP Storage Growth and Abends

- Common and Private Storage configuration:
+ See Understanding z/0OS Communications Server storage use
- ECSALIMIT parameter of GLOBAL CONFIG staterment
* POOLLIMIT parameter of GLOBAL CONFIG statement

- Storage Problem Diagnosis
* APARs:
* For information on monitoring storage growth and collecting docurnentation on storage

prablems, see Webcast replay: Diagnosing z/0OS Communications Server TCP/IP storage
growth and storage abends

- See section 3.36.5 Storage messages in /P Diagnosis Guide.

* See description of message EZD1170E fepstackname WAS NOT ABLE TO GET TCP/IP
storagetype STORAGE

- See description of message EZD1187E fcpstackname WAS NOT ABLE TO GET TCP/IP

storagefype STORAGE

Back to Top t

{SHARE 76
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The web page for this information is http://www-
01.ibm.com/support/docview.wss?uid=swg27019687

You reach this page by going to ...

http://www-01.ibm.com/software/network/commserver/zos/ and then
selecting “Technical Articles”.

http://www-01.ibm.com/support/docview.wss?rs=852&uid=swg27006776
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From “More TCP/IP Hints and Tips”: Yy
Performance s:A"

TCP/IP Performance

- Performance considerations

* For information on diagnosing throughput problems, see Using Traces for TEP/IP Throughput
Problems.

= z/03 IP usage of Missing Interrupt Handler (MIH)

* For a list of recommendations for maximizing TCP/IP Performance see section 8.7 TCP/IP
Performance Quick Checklist in z/05 V1R11 Communications Server: TCPAP Implementation
Volume 3. High Availability, Scalability, and Performance.

- Poor TCP/IP Performance over HiperSockets

+ Performance problem with 2 TCPIP applications running on the same z/0S host

+ 205 Communications Server V1R12 performance summary

Back to Top *

{SHARE 77
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The web page for this information is http://www-
01.ibm.com/support/docview.wss?uid=swg27019687

You reach this page by going to ...

http://www-01.ibm.com/software/network/commserver/zos/ and then
selecting “Technical Articles”.

http://www-01.ibm.com/support/docview.wss?rs=852&uid=swg27006776

77



Manuals to Get You Started with CS = B
Migration swans

e z/OS Introduction and Release Guide (GA22-7502-nn)

+ Presents high-level function descriptions with pointers to the detailed
descriptions in New Function Summary

e z/OS Migration (GA22-7499-nn)

« Lists Communications Server function that requires you to take action to
migrate to V1R12 or V1R13

« This information is not provided in this format in the Communications Server
library

» z/OS Communications Server New Function Summary (GC31-8771-nn)
 Detailed descriptions of new CS functions
* z/OS Summary of Message and Interface Changes (SA22-7505-nn)

- Lists all new and changed Comm Server commands, parameters, socket API
changes, FTP and Telnet changes, etc.

 This information is not provided in this format in the Communications Server
library

* IBM Health Checker for z/OS: User’s Guide (SA22-7994-nn)

- Install Health Checker on current release to review migration warnings for
new release

{SHARE 78
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Appendix:
Operating Systems Supporting the
Different Architectures and Networks

:SHARE 79
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Operating Systems: Single vs. Multiple- =
User Operating Systems feans
* Windows

 Typically a “Single-user system”

 Typically Security mechanisms need not be as robust
as what is on a z platform

e z/0OS (MVS), z/VM, Linux on z, z/VSE, z/TPF.

 Typically “Multi-user systems”

« Strong security mechanisms
* In Hardware and Microcode (Firmware)
* In Software applications

¢ In centralized Security Access Facility (SAF) like
RACF or ACF2 or Top Secret

‘SHARE 80
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You have learned that MVS is an operating system that typically hosts
many users at a time. This is unlike your windows operating system on
your workstation or laptop, that tends to host only one user at a time. As a
result, MVS requires very strong security measures to ensure that users
do not interfere with each other and cannot access resources for which
they have not been authorized. Some of these security measures are
anchored in the hardware and microcode of the System z. Other security
measures are anchored in security definitions available in applications and
in security access facilities like RACF. The security in z/OS
Communications Server is thus tightly controlled through a multitude of
mechanisms.
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Pick a category

o
P o e s
-

=" Metwork and Internet Connections

i‘.—é Add or Kemave Programs

<) Sounds, Speech, and Andio Deviees

Parformance 3ad Mambenance
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20
G Printers and Other Hardware
User Accounts

Date, Time, Language, and Regions]
Twtiony
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- Select;

3. Internet Protocol

1. Network Connections
2. Ethernet Properties

Configuring through a GUI

9 Setuya home er emal
+ affice network W

N My Metwork Aaces
) My Doments
§ e

Generol | ghentication | Advanced|

Connect using:
| B Inlel(R) PRO/1000 MT Mobile Corne

This connection uses the following items: 4
¥ %~ AEGIS Protocol (IEEE 802 1) v3.00.7 1]
B %= 18M Persenal Cpmun-catlm@ﬂ Driver

2

(] - |

- el
Degcnption - : . .
Tranemission Control Prolocol/Intemet Protocel. The default
wide anea network protocol that provides communication
acrozg diverse merconnected networia.

[] Show leon In motfication area when connected £

[] Notify me when this connection has imted or no connectivity

:SHARE 82
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Configuring through a GUI ... =

Select:
. 3. Ethernet Protocol (TCP/IP)
4. Properties [Goreol .
5. Advanced . o .
“You can oet IPsamgs ansgnd iuvmuu:a?vfmnmk :uunnmz
L Ethernet Properties . L2JEd this capabiity. Othenwse, you need to ask your network admnstrator for
. e —— 7 . .|| theaperoprate IP settings.
Connedt uing: () Qbtain an IP address automatically
|-|mmrmnmnmmw _ (3) Uge the folowng IF address.
P address: - - - - - 10001 21 100 -
Thia cannection uses the falowng tems: 1r i
& ¥ AEGIS Protocol (IEEE 502 19 v30.0.7 Subnet mask: 25 255 285 . 0
O e s e oROme | ] Dt cateney: | e
| =finemet Protocsd (TCFAP) | =
<] S — | 4) Obtmir NS server address auto F,
sl omgmmmnmmmum
i Description
| Teansmission Contrl Frotocel ntarmen Protocol The defat Ereferred ONS server. w.1:1:2
-:':J..ammm---- Sl atemete DNS server: - 0 1.1 .3 -
T e
P Bk e A e R e kA e @,
Lok [ comes ]
SHIHE 83
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Configuring through a GUI ... swame

Select: Select:
- 5.Advanced 7.DNS o
. 6 IP Seﬂin s S \_W&Wm ____________

(6 e s Lmslomen | || [ i3

- IP sdrenss ll

E Paddess = = Subretmagk . A1 - . LSS . ] — R - e
wi . . S FETED 1l . . [ - ﬁﬁ - H B- ” m” ]
L i N - MHMWM&WWIDJcmthPM

enabied. For resolution of unqualfied names

et ) L) [Cemam - OﬂnmndmavmdmmmstNSsMa

7 BRSO e s e JdW - - T HAgpend perert suffiges of the pdmery DNS auffte - - -

- Defauit gabeways (%) Apcend these DS suffives in'onder:
Cotmvay Mee | L4
waar Automate l ............ _I
B

) T ’[.n_g,_.]: 1| N | I . . ] B

D einaio o > DNS guffictarthis sonnection:
imataen maree: 10 [ Registerthis connection’s addresses in DNS

Lse this connection’s DNS suffa n DNS regetratior

ISHARE 84
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N

Windows uses an ASCII keyboard and ASCII character set for interpreting

data.

=

TCP/IP Execution Environment in Windows — ,uaee

e 1 TCP/IP Image
® Flat File Directory
Structure

{SHARE 85
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I

B ipconf
ipronfig.exe
iphly
ipmontr.dll
ipnathlp.dll
ippromon.d
i 11

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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Comparison of ASCIl and EBCDIC Character g%

Sets SHARE
Character EBCDIC ASCII

A 11000001 (x'C1") 01000001 {x'41")

B 11000010 (x'C2") 01000010 (x'42")

a 10000001 {(x'81") 01100001 (x'61")

1 11110001 (x'F1') . 00110001 (x'31")
space 01000000 (x'40') 00100000 {x'20")

:SHARE 87
Complete your session evaluation online at: SHARE.org/Anaheim-Eval L

Many control characters in ASCIl and EBCDIC are the same, but some do
vary. The control characters mapped to video terminal display keyboards

tend to be in different locations if you are using a keyboard that is attached
to an ASCII application vs. one that is attached to an EBCDIC application.

See the keyboard layouts on the following pages.
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I————
An ASCII Laptop or Workstation Terminal Keyboard 7§
Mapping =H"

Esc 1 g Print
B
[Svs Rql

B P e
R A G P
S o A O A G N

- = R

Cirl

SHARE 88

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

The visual shows you the layout of a subset of an English-language, native
3270 datastream keyboard. The keys that are “highlighted” represent
frequently used keys that occupy different positions and have different
functions on a workstation (or PC, or laptop) keyboard. A 3270 terminal
emulator running on a workstation initializes a keyboard mapping function,
which changes the standard PC keyboard’s keys to correspond to a 3270
terminal session.
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IEEEEE————
The Native 3270 Terminal Keyboard Layout -
(EBCch) "”‘“

PF13 F'F‘M PF15 PF16 PF17|] PF1B F'F‘I‘3\ PF20]|PF21 PF22 PF23 PF24
|Cr Bk| | Alt Cr |
PH ﬁﬂﬁ " ‘ PFS o e

HELP
CLEAR FILE, PAGE BACK SCTO” LEFT : :
SCREEN END - FORWARD RIGHT. : INTERRUPT

el B E B EEE B REER 9
ol EEIIIDEEII e 7]
R e
E...DDD.-
| =N

o
w
@
mm
'ﬂ%
1]
E
H

SHARE 89
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The visual shows you the layout of a subset of an English-language, native
3270 datastream keyboard. The keys that are “highlighted” represent
frequently used keys that occupy different positions and have different
functions on a workstation (or PC, or laptop) keyboard. A 3270 terminal
emulator running on a workstation initializes a keyboard mapping function,
which changes the standard PC keyboard’s keys to correspond to a 3270
terminal session.
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3270 Termlnal Keyboard Mapplng to a PC Y

PAGE BACK ScrOII LEFT,
FORWARD RIGHT

m lll
______ 4 _—————
Function Koy
Entor Carl (right side)
Exit, end, or raturn PF3
Help PF1
PA1 or Attention AltIns or Esc
PA2 Alt-Home
Cursor movement Tab or Enter
Claar Pausa
Page up PET
Page down PFE
Scroll left PF10
Scroll right PF11 s
Rose lockid kiyboand Cirl {hol side) .lls HA“E 90

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

The visual shows you the layout of a subset of an English-language, native
3270 datastream keyboard. The keys that are “highlighted” represent
frequently used keys that occupy different positions and have different
functions on a workstation (or PC, or laptop) keyboard. A 3270 terminal
emulator running on a workstation initializes a keyboard mapping function,
which changes the standard PC keyboard’s keys to correspond to a 3270
terminal session.
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I
z/OS (MVS) = Marriage of “native” MVS with -
1] UNIXH — -

Native MVS

EBCDIC
EBCDIC Editor

Communications Server for z/OS

Native MVS SnAne
EBCDIC
EBCDIC Editor

Sockets

SNA APIs APls

Native UNIX
ASCII
ASCII Editor
ASCII terminal

or Browser access,

etc.

UNIX viaOMVSor

ISHELL

TCP/IP

Network Attachment
\

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

You have also heard from previous speakers, including Linda that MVS or
z/OS has evolved from what originally was a purely mainframe operating
system with an MVS identity to what is now a combination operating
system that can run both MVS applications and UNIX applications. It thus
has a dual personality: part MVS and part UNIX. You have heard that the
original name for UNIX on z/OS was "Open Edition" or "OMVS" or even
"UNIX System Services." We also reference UNIX System Services with
the acronym "USS." The SNA component of CS -- VTAM-- does not
exploit UNIX System Services in z/OS, but TCP/IP does.

UNIX tends to use ASCII character sets and ASCII terminal emulation;
MVS tends to use EBCDIC character sets and 3270 terminal emulation.

You can reach UNIX files and processes in two fashions: natively using
ASCII emulators including browsers, or via 3270 data streams entering
into the OMVS shell or the ISHELL which enables the use of the ISPF
EBCDIC editor.
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MVS Datasets for TCP/IP: Sequential File -
Systems and PDS(E)s

. PDS
Organization PO
SYS1.TCPPARMS

~ PROFILE j
L TCPDATA .

. FTPDATA

Be Wit You formuialn fow fndew tep

|oveie i

PROF
PROFCCL 1

i

PRUOFCCLS

FPROFILLG
PROFILLT.

Dbe CAt Wew {ommuncaton Actos Windew leip

S i 218 B8] 4/ nis) 211 31

Command

)
Doty Set Name .. . @ SBYS1.TCPPARMS

General Data
Volume serial
Device type .
Organization . .
Heesrd format
Hecord length
Hlosk aize .
15t extent cylinders:
Secondary cylinders :

| ZusPGE

1999702411
FOOTTOL/2A
=xxMoncres

Creation date
Referenced date
Expiration date

v

BROWSE . | EYSL.TCPPARMS W BORA1 of 00027
Command o Scroll ===} CER
Hame Prompt Size  Created Changed m
EFAEAOEE
FTPDATA . .56 . 19964117519 . 2003/12/02 .
LPDDATA 74 10996/11/10 1996711710
PROFCC 387 F0AR/DTIZ1 FODRSOTITI

a4 ZOOB/DTIOF  PODG/OT/ 14
39% - 2006/07/03  2O06/OT/ZE
386 . 2006/07/03 . 2006/07/ 18
a6 7006/07/00  FO0G/O7/10 |
6 2006/07700  2006/07/ 10

JHE  Z00BSDTIOY C OORSOT 1H
dld - ZOGL/A0S 18« ZODS 70D 17
392 . 1997/07/02 | 2002/02/20

AR OAAE NG IAT GARE AT AU AR 1T urnRe

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

Current Allocation
Allocated cylinders
Allocated extents: |
Haximum dir. blocks

cent BEilizat

Used culinder e
Used extents Lo 4
Used dir. blocks . &
Humber of membecs. . ;. 27

{SHARE 92
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Unix System Services File Structures: zFS

or HFS (zSeries or Hierarchical File System)

+ Organized inte "Directeries” and "Files.”

* HFS is hierarchically organized file
system

« zFS is linearly organized; it is strategic
and is the better performing file system
of the two

« All data treated as byte streams

= Concurrent write to file from multiple
address space

* Permission control

« Byte range locking (voluntary)

* Special files
.a. Pipes; FIFOs; Character special files

= Import/Export to MVS data sets

= Mountable

+ ADSM or Tivoli Storage Manager for -
file-level backup/restore : :

*« DFSMS/HSM for HF S-level
backup/restore. )

+ HFSs can since O8/390 V2R9 be
shared in write mode between multiple
MVS images in a sysplex

Root directory

[Fiie “1°
system o

‘| HFS Files:

g _—

—

- DFSMS for UNIX File
Systems

e 5 —

_ DSNTYPE=HFS

B

-|[_HFS Files

DSNTYPE=HFS ™ -

.-~|"HFSFiles |

'OGET/OPUT

' ZFS is the strategic file
system as of z/08 VIRT7.

CUNIPINIC Y UL SUS0IUIT LY IUGLIUTT DTG Gl D1 1M1 U1 YA G-y

SHARE
[
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..
Starting and Configuring z/OS TCP/IP = 5

Applications suams
/IRESOLVER PROC PARMS='CTRACE(CTIRESOO)' (ﬁ
/IEZBREINI EXEC PGM=EZBREIN|,REGION=0M TIME=1440 PARM=&PARMS .‘l)

/I"SETUP DD DSN=TCPIP.TCPPARMS(SETUPRES),DISP=SHR,FREE=CLOSE
/*SETUP DD DSN=TCPIP.SETUP.RESOLVER,DISP=SHR FREE=CLOSE (@
II*SETUP. DD PATH='!etcf5etup.resdver,PATHOPTS=(ORDONLY}@ 5

letelrc ]
_BPX_JOBNAME:'s;EIogd' lusrisbin/syslogd -f Ietc?xslog_conf &

u 2)

1. TCP/IP Jobs & Applications can be 2. TCP/IP Applications can be

started with ... configured with ...

@ JCL invoking MVS programs or UNIX & MVS Dataset Member Configuration
processes Definitions (Symbolics often supported’

@ From /etc/rc in UNIX System Services @ UNIX ZFS or HFS Configuration

& Some from within /etc/inetd

eFromthe zOSUnixShell ™Ry —
Consult IP Configuration

Guide for the instructions!

NOTE: Not all applications can be started
either way. S o

Complete your session evaluation online at: SHARE.org/Anaheim-Eval




Variables and System Symbol'ics In Start T 3

PrOC EI‘lIARE
S TCPIPT, CS=USER
* TCP/IP stack proc

[/ TCPI PT PROC PARMS=' CTRACE( CTI EZB00) ' , PROF=TCP&CL1. A, DATA=DAT&CL1. A,
/1 CS=SsYs1

/1 TCPI P EXEC PGVEZBTCPI P, REG ON=OM TI ME=1440,

I PARMF' &PARMS'!

/1 SYSPRI NT DD SYSOUT=*, DCB=( RECFM-FB, LRECL=137, BLKSI ZE=137)

I [ lines omtted ]

[/ PROFI LE DD DSN=&CS. . CS. TCPPARMS( &PROF) , DI SP=SHR

[/ SYSTCPD DD DSN=&CS. . CS. TCPPARMS( &DATA) , DI SP=SHR

e FTP server proc S FTPT, CS=USER, DATA=FTSDAT

//FTPT  PROC MODULE=' FTPD , CS=SYS1, DATA=DAT&CL1. A, FDAT=FTPSEC, PARMG=""
//FTPD  EXEC PGVE&MODULE, REG ON=OM TI ME=NOLI M T,

/1 PARM=(' POSI X(ON) ALL31(ON)',

/1 " ENVAR("_BPXK_SETI BMOPT_TRANSPORT=TCPI| PT"" ,

Il '"TZ=EST5EDT")/ &PARNS')

/| CEEDUMP DD SYSOUT=*
/| SYSFTPD DD DI SP=SHR, DSN=&CS. . CS. TCPPARMS( &FDAT)
/1 SYSTCPD DD DI SP=SHR, DSN=&CS. . CS. TCPPARMS( &DATA)

:SHARE 95
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By exploiting MVS System Symbols and/or Variables in JCL, we can enhance the
usability and flexibility of procedures. For example, in our classes we use the same
procedures, but, without having to redefine statements in the procedures, we can
override certain values as is depicted in our TCPIP stack JCL and our JCL for
starting FTP.
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System Symbolics in Definitions Files suans

Hig.parmlib (IEASYMxx)

&SYSCLONE TCPIPjobname TCPIPG
&SYSNAME HostName MVSS&CL1.G

&SYSPLEX/
&CL1 Lookup LOCAL DNS

Etc.
* To enhance sharing of and mobility of TCP/IP Definition Files (Configuration
Files), exploit System Symbols:

* PROFILE.TCPIP

* RESOLVER Setup File

* RESOLVER_CONFIG

+ RESOLVER_TRACE

* TCPIP.DATA File

+ OMPROUTE Configuration File

+ CSSMTP Configuration File

+ BeginArchiveParms DSNPrefix parameter in SYSLOGD Configuration File
SHARE 96
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MVS system symbols

Use of MVS system symbols in the PROFILE.TCPIP data set, and data sets referenced by VARY
TCPIP,,OBEYFILE commands, is automatically supported. This automatic support first tries to use
hiperspace memory files to perform the symbol translation, but if an error occurs, a temporary file is
used. The temporary file is created in either the directory specified by the TMPDIR environment
variable or, if the TMPDIR environment variable is not defined, in the /tmp directory. Use of MVS
system symbols in the resolver setup file and the TCPIP.DATA file is also automatically supported.
The resolver reads and processes the TCPIP.DATA file on behalf of TCP/IP applications that invoke
resolver services. System symbols are resolved as file records are read. Use of MVS system
symbols is also supported in the following cases:

*Values of resolver environment variables, like RESOLVER_CONFIG and
RESOLVER_TRACE

*OMPROUTE configuration file

*Communications Server SMTP (CSSMTP) configuration file
*BeginArchiveParms DSNPrefix parameter in the syslogd configuration file

For MVS system symbols in other configuration files, use the symbol translator utility, EZACFSM1, to
translate the symbols before the files are read by TCP/IP. EZACFSML1 reads an input file and writes
to an output file, translating any symbols in the process. For lists of the static system symbols and
dynamic system symbols supported by EZACFSM1, see z/OS MVS Initialization and Tuning
Reference.
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.
Typical Address Spaces for a Basic z/OS

TCP/IP Implementation

=

SHARE
12 3 4
RESOLVER@ TCPIP O TN3270 FTPD
Setup File ‘
) | Profile Profile ftpd.data
-+ Defines | (Configuration): (Configura- (Configura-
F(‘?a Eﬂ:tlam% | « Operating Parms tion) tion) ,_|
|Seation of » Devices/Interfaces ! o /_/"
Resalver l o IP Addresses (Home) || — R
Files | . Stat_ic Routing o JoL i/ JeL
P (optional) (Job) | (Job)
TCPDATA s Application Ports —
2 sy « Autologged Jobs Ty "6“(
« Started Devices  OMPROUTE *, SYSLOGD ...
IPNODES / 5 omproute.conf | ‘ syslogd.gori |
i etk v e SRR P L el
ol 5 ~ oL ~ leteire (Unix | ;
| JCL (Job) JCL (Job) ( (Job) Process) i
This presentation describes setup only for 2 above. * ﬁun as Unix process(es
:SHARE 97
Complete your session evaluation online at: SHARE.org/Anaheim-Eval Teeet
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Selected Statements in the z/OS TCP/IP Profile SHARE

S ———

Sample PROFILE in "SYS1.TCPIP.SEZAINST(SAMPPROF)"

10. Autolog (for Procedures)
a. Dynamic Routing (OSPF or RIP)
Pcl‘g::l: i 1. Globalconfig in OMPROUTE
(. Ope?aiing Pl 2.1PConfig 11. Port (for Applications)
« Devices/Interfaces 3. TCPConfig 12. Netaccess (for Security)
* '; a’;‘;“;ﬁi‘;ﬁ (Home) || 4. UDPConfig 13. IPSEC (for Security) /
L]
o R 5.SRCIP - EndIPSEC
= Autologged Jobs 6. Hardware Definitions: | 14. ITRACE
» Started Devices a. DEVICE/LINK (IPv4) | 15. START (Devices, Interfaces)
b. Virtual Device Definitions
S e - Static VIPAs
// =VIPADYNAMIC/ENDVIPADYNAMIC
3 c. INTERFACE (IPv6)
oo 7.Home (IP Addresses)

8. Static Routes in
a. 'Beginroutes/Endroutes’
9. Dynamic Routing (RIP) in
a. 'Bsdroutingparms' (ORouteD)

:SHARE 98
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Appendix:
The Resolver in z/OS TCP/IP

:SHARE 99
Complete your session evaluation online at: SHARE.org/Anaheim-Eval Teeet
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Identifying Remote Partner’s IP Address with e
Resolver (Domain Name Server or IP Nodes) suams
z/0S
Rcienprooram Resolver routines -

DomainOrigin

TCPIP.DATA
or
resolv.conf |

raleigh.ibm.com
NSinterAddr 10.1.1.1

= Get resolver info

gethostbyname(xyz) —-@1

send UDP query

Enter: ftp xyz receive UDP reply <
<CR> -
A 4—@-- return IP address letc/hosts
connect(192.168.1.1)
U |IP address Give |"ne IP address for
is 192.168.1.1 xyz.raleigh.ibm.com
1. Client program: gethostbyname(xyz)
2 & 3. Resolver uses TCPIP.DATA or resolv.conf Name
to determine NameServer's address A server
e 1st Choice: Domain Name Server (DNS) Find an IP
—DNS on same or different host address that
e 2nd Choice: Local Hosts File matches the
4.Resolver appends domainname and normally reqnl]‘:f‘ed
uses UDP sockets to communicate with DNS 93 -

5. Nameserver returns IP address to resolver
6. Resolver returns IP address to client program
7. Connect request issued with IP address 100

Complete your session evaluation online at: SHARE.org/Anaheim-Eval

Name server host at 10.1.1.1

Step 1: Here, a user on z/OS or OS/390 enters a request to FTP to a host named
xyz. The z/OS FTP client program issues a gethostbyname(xyz) call to the
resolver.

Steps 2 & 3: The resolver routines get control and access information from the
resolver configuration file to determine how to go about resolving this hostname.
Resolver uses Resolver Setup File to determine whether to use a LOCAL name
resolution file or a Domain Name Server to determine the IP Address; then it uses
either the IPNODES file or the TCPIP.DATA or resolv.conf to determine
NameServer's address or.

If there is no name server IP address in the resolver configuration file, the resolver
looks for a local hosts file (typically /etc/hosts) for locally configured mappings
between host names and IP addresses. This default sequence can be changed to
look in the Local file first (either etc/hosts or IPNODES).

The name server may run on the same host as the one from which the query comes

from (typically configured by specifying NSinterAddr as 127.0.0.1), or it may run on
another host in the network.

Step 4: The resolver appends the domainname it learned from the resolver
configuration file to the hostname (if no fully qualified hostname was used in the
"gethostbyname(xyz)" request) and it generally uses UDP sockets to communicate
with the name server.

In this example, the resolver finds that it is to use the DNS at address 10.1.1.1 to
resolve the hosthname and that it is to append the domain name raleigh.ibm.com to
the hostname when requesting the resolution from the DNS.

Step 5: The bottom right box shows the DNS resolving the name
xyz.raleigh.ibm.com to IP address 192.168.1.1 and returning this address to the

vrar~AnhiArv
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LOCAL Name-to-IP Address Mapping: B

g

Convert to IPNODES il
IPNODES (/etc/ipnodes or hlg.IPNODES or hlg. TCPPARMS(IPNODES))
10. 100. 5. 11 MARYS ‘
10. 100. 5. 77 KENP
10. 100. 5. 103 MARTHAC EASY, ENHANCED USABILITY !
10. 100. 5. 189 ALEXW swith Resolver SETUP “commonsearch”

«IPv4 and IPv6
]}SBéoozgoz%ff - fed3: 5160 ‘]S(KL—'L‘?%E *MVS API calls and UNIX API calls

R : : : [ T

HOST.LOCAL for MVS HOSTS.SITEINFO

HOST : 10.100.5.11 : MARYS
HOST : 10.100.5.77 : KENP

HOST @ 10.100.5.103 : MARTHAC ::::—
HOST : 10.100.5.189 : ALEXW :
HOST : 10.100.5.201 : JOHNDCE ::::

AWKWARD & RESTRICTIVE!!
*IPv4 only
*MVS API calls only

“MAKESITE”

HOSTS.ADDRINFO
letc/hosts for UNIX System Services (USS)

10.100.5. 11 MARYS [ \
10.100. 5. 77 KENP AWKWARD & RESTRICTIVE!
10. 100. 5. 103 MARTHAC “IPv4 only
10. 100. 5. 189 ALEXW *UNIX — USS API calls only
10. 100. 5. 201 JOHNDCE | ]

N

'::SI:IARE 101
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Guidelines: Use ETC.IPNODES (in the style of etc/ipnodes) as the preferred
alternative to the generated local hosts tables from MAKESITE for the following
reasons:

*No imposed 24 character restriction on host names.

*No imposed restriction on the first eight characters of the host names having to be
unique. However, there are certain applications that require the first eight characters
to be unigue, such as Network Job Entry (NJE).

*Closely resembles that of other TCP/IP platforms, and eliminates the MAKESITE
requirement of file post-processing.

*Allows configuration of both IPv4 and IPv6 addresses.

*Only one file is managed for the system, and that all the APIs can utilize the same

single file. The COMMONSEARCH statement in the resolver setup file can be used
to reduce IPv6 and IPv4 searching to a single search order, as well as to reduce the
z/OS UNIX and native MVS environments to a single search order.
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SYSTCPD DD or Global Resolver
* MVS JCL identifies PROFILE.TCPIP and Resolver @

| Sample Proc in "SYS1.TCPIP.SEZAINST(TCPIPROC)" |
[ITCPIP  PROC PARVB=' CTRACE(CTI EZBOO), T D5=00"
Ik

//TCPIP  EXEC PGVEEZBTCPI P, REG ON=OM Tl ME=1440,

Il PARME' &PARNS'

H* /IPROFILE DD DSN=TCPIVP.TCPPARMS(PROFILE)
I1* SEARCH ORDER (PROFILE):

/1* /IPROFILE DD DSN=aaa.bbb.ccc(anyname)

Il jobname.nodename.TCPIP

”: hlg.nodename. TCPIP

/] jobname.PROFILE.TCPIP

/1PROFILE DD DI SP=sHR | TCPIP.PROFILE.TCPIP

I1* DSN=TCPI VP. TCPPARMS( PROFI LE)
I1*

s

e R

105 SYsTaPD explicitly | //SYSTCPD DD DSN=TCPIVP.TCPPARMS(TCPDATA)
1% whon no G .OBALTcP | SEARCH ORDER (TCPDATA):

/1* (or when a second 1 °If defined in Resolver Setup, Use GLOBALTCPIPDATA
/1% a |/ *OPTIONAL: 2nd SYSTCPD as found by Resolver Search

[1* é Order; Example is: //SYSTCPD DD DSN=aaa.bbb.ccc(anynam

e)

[/ *SYSTCPD DD DI SP=SHR,
I1* DSN=TCPI VP. TCPPARMS( TCPDATA) oy
I1* ':_SI-IARE

Tomplete your session evaruation online at. SHARE.org/Ananeim-evar
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MVS JCL Points to Configuration PROFILE
& to Resolver

=

Complete your session evaluation online at: SHARE.org/Anaheim-Eval
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SHARE
i ", r Il
Sample Proc in "SYS1.TCPIP.SEZAINST(TCPIPROC)
//Tce1p PROC PABMS='CTRACE (CTIEZBOO0) ,IDS=00"
ik
//TCPIR EXEC PGM=EZBTCPIP,REGION=0M, TIME=1440, ;
V7 PARM=' SPARMS ' :
Ji* ——— —— IPROFILE DD DSN=TCPIVP.TCPPARMS(PROFILE)
1* SEARCH ORDER (PROFILE):
i « [[PROFILE DD DSN=aaa.bbb.ccclanyname)
e + jobname.nodename. TCPIP
1+ = hlg.nodename.TCPIP
Ji* « jobname.PROFILE.TCPIP
1 « TCPIP.PROFILE.TCPIP
(A .
J//PROFILE DD DI .
1i* DSK=TCPIVP.TCPPARMS (PROFILE)
*
J/* SYSTCPD explicitly identifies which data set is to be
ﬁ: e o ooy cerin®d TIIPROFILE DD DSN=TCPIVP.TCPPARMS(TCPDATA)
T °“w:° iz 2 :gm:;:'“?’“: ;5 5 SEARCH ORDER (TCPDATA):
- {or »hen & secon 4859 Re e «If defined in Resolver Setup, Use
//* a GLOBALTCPIEDATA -- note from GJD) . GLOBALTCPIPDATA
s =« OPTIONAL: 2nd SYSTCPD as found by
//*SYSTCED DD DISP=SHR, Resolver Search Order; Example is:
Ii* DSK=TCPIVP.TCPPARMS (TCPDATA) ISYSTCPD DD DSN=aaa.bbb.ccc{anyname)
i+
:SHARE 103
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