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Presenter
Presentation Notes
Thank you for attending this session.

I think that you will learn that Brocade is firmly focused on the SAN and mainframe market during our session today.


mailto:dlytle@brocade.com
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Legal Disclaimer 
All or some of the products detailed in this presentation may still be under development and 
certain specifications, including but not limited to, release dates, prices, and product features, 
may change. The products may not function as intended and a production version of the 
products may never be released. Even if a production version is released, it may be materially 
different from the pre-release version discussed in this presentation.  

NOTHING IN THIS PRESENTATION SHALL BE DEEMED TO CREATE A WARRANTY OF 
ANY KIND, EITHER EXPRESS OR IMPLIED, STATUTORY OR OTHERWISE, INCLUDING 
BUT NOT LIMITED TO, ANY IMPLIED WARRANTIES OF MERCHANTABILITY, FITNESS FOR 
A PARTICULAR PURPOSE, OR NONINFRINGEMENT OF THIRD-PARTY RIGHTS WITH 
RESPECT TO ANY PRODUCTS AND SERVICES REFERENCED HEREIN.  

Brocade, the B-wing symbol, BigIron, DCFM, DCX, Fabric OS, FastIron, IronView, NetIron, SAN 
Health, ServerIron, TurboIron, and Wingspan are registered trademarks, and Brocade 
Assurance, Brocade NET Health, Brocade One, Extraordinary Networks, MyBrocade, VCS, and 
VDX are trademarks of Brocade Communications Systems, Inc., in the United States and/or in 
other countries. Other brands, products, or service names mentioned are or  
may be trademarks or service marks of their respective owners. 
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Notes as part of the online handouts 

I have saved the PDF files for my presentations in such a way that all of the 
audience notes are available as you read the PDF file that you download. 
 
If there is a little balloon icon in the upper left hand corner of the slide then take your 
cursor and put it over the balloon and you will see the notes that I have made 
concerning the slide that you are viewing. 
 
This will usually give you more information than just what the slide contains. 
 
I hope this helps in your educational efforts! 

Presenter
Presentation Notes
Today’s agenda
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Keeping I/O Technology Upgraded is Important 

Presenter
Presentation Notes
At Brocade, we’re committed to working with our partners to deliver networking solutions that facilitate the execution of a customer’s internal business strategies.
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Servers and Disk have been scaling up for 
performance and scaling out for capacity which 

means that, for many user’s,  their old I/O 
infrastructure needs updating! 

All Components Must Work In Harmony To Achieve Value 

Older 

Open 
Systems 

High Speed 

Mainframe 

Low Speed 

High Speed 

Tape and 
Virtual Tape 

High Speed 

D
A
S
D 

Enterprise’s need the most Effective,  
Performance Oriented and Efficient               
Fibre Channel products to provide                   

the  Super-Highway for their                                
storage infrastructure! 

and Performance Bottlenecks! 

Presenter
Presentation Notes
Adoption of new technology in the enterprise data center can take years. For example, some enterprise shops have a tendency to utilize purchased equipment until the paint falls off. For example, 2Gbps Director-class switching devices entered the market in 2002 followed by 4Gbps in 2004, 8Gbps in 2008 and 16Gbps in 2011. However, in contrast, during 2011 it was still 4Gbps storage devices that dominated shipments of new equipment while 2012 will see 8Gbps storage begin to dominate.

However, with the strong move to 8Gbps online storage devices that is now underway, the old 2Gbps and even 4Gbps FC and FICON Directors and switches are becoming a bottleneck not only to data center performance but to obtaining the value out of the financial investments that customers have made in modern servers and storage.

In order to achieve all of a customer’s business objectives through their data center strategies, the end-to-end capacity and performance of their host-to-storage connectivity must work in harmony.

It is time for customers to give up their well loved and hard worked 2Gbps and 4Gbps switching devices and embrace new and much more capable switching technology.
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Host and Storage is getting 
Faster and More Economical 

Presenter
Presentation Notes
Adoption of new technology in the enterprise data center can take years. For example, some enterprise shops have a tendency to utilize purchased equipment until the paint falls off. For example, 2Gbps Director-class switching devices entered the market in 2002 followed by 4Gbps in 2004, 8Gbps in 2008 and 16Gbps in 2011. However, in contrast, during 2011 it was still 4Gbps storage devices that dominated shipments of new equipment while 2012 will see 8Gbps storage begin to dominate.

However, with the strong move to 8Gbps online storage devices that is now underway, the old 2Gbps and even 4Gbps FC and FICON Directors and switches are becoming a bottleneck not only to data center performance but to obtaining the value out of the financial investments that customers have made in modern servers and storage.

In order to achieve all of a customer’s business objectives through their data center strategies, the end-to-end capacity and performance of their host-to-storage connectivity must work in harmony.

It is time for customers to give up their well loved and hard worked 2Gbps and 4Gbps switching devices and embrace new and much more capable switching technology.
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If It Is Time To Upgrade The I/O Infrastructure Then… 
Upgrade To The World’s Best, and Most Acclaimed, Fibre Channel 
Products! Devices! 

Gen 5 
DCX 8510-8 

Gen 5 
DCX 8510-4 
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Brocade is The Gold Standard for                           
Fibre Channel I/O Connectivity!  

Brocade DCX 8510 and Bocade extension for the Mainframe  

Brocade FX8-24 and 7800 Brocade DCX 8510-8 and DCX 8510-4 

Presenter
Presentation Notes
The Global 1000 relies upon Brocade:
 
Brocade is in over 90% of data centers and is the incumbent data center network provider in major governments around the globe, as well as the major stock exchanges.

This experience translates into providing high-performance, highly reliable network infrastructures for the most demanding companies in the world across all types of industries.

The Brocade DCX 8510 Backbone is designed to unleash the full potential of private cloud storage. With unmatched scalability, 16 Gbps performance, and reliability, it is the strategic platform for transforming current SAN fabrics into cloud-optimized SANs. The Brocade DCX 8510 enables organizations to meet their most pressing business requirements with a future-proof solution built on proven data center technology.
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Fibre Channel Total Switch Market Share 

• CY12 total revenue performance 
 Brocade gained +1.8% share overall to 68.6% 

• 1QCY13 QoQ revenue performance 
 Brocade gained +3.3% share to 73.6% 
 Strength in directors and switches 

• There is a continued, strong adoption of           
Brocade Gen 5 Fibre Channel directors 
and switches by customers worldwide 

Brocade still dominating the FC market 

SAN Share (Fixed + Modular) 
— Total based on revenue 

Source: Dell’Oro Group, “SAN Worldwide Tables, 
1Q13,” May 2013 

Brocade Switching Infrastructure Is 
Deployed In Over 90% Of The World’s 

Mainframe Data Centers! 

Brocade 
73.6% 

Cisco, 
20.8% 

QLogic, 
3.7% 

Others, 
1.9% 

Overall FC 
Market 
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What’s in a Name? 

• Gen 5 Fibre Channel is the purpose-built, data center-
proven network infrastructure for storage, delivering 
unmatched  reliability, simplicity, and 16 Gbps performance 

Articulating the true value of Fibre Channel 

Gbps Gbps Gbps Gbps Gbps Gbps 

Changing Fibre Channel name from speed-based naming… 

To generation-based naming 
Gen Gen Gen Gen Gen Gen 
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Brocade Director Generations 

48000 

Sample Innovations 
 

Local Switching 
Exchange-based Routing 

Brocade Hardware Trunking 

2005 
FOS 5 and 6 
Condor ASIC 

4 or 2 Gbps SFPs 

DCX 

2008 
FOS 6 and 7 

Condor2 ASIC 
8 or 4 Gbps SFPs 

Sample Innovations 
 

Inter-Switch Links (ICLs) 
Optional Virtual Fabrics 
Port De-Comissioning 

2011 
FOS 7 

Condor3 ASIC 
16, 10 or 8 Gbps SFPs 8510 

Sample Innovations 
 

ClearLink Diagnostic Port (D_Port) 
Forward Error Correction (FEC) 

Fabric Vision Technology 

Presenter
Presentation Notes
Notes
The Sphereon 4500 (AKA M-Series 2/24 Edge Switch) is the product we want to focus on, so please emphasize this switch.
Key Messages
Brocade has a range of switches designed to adapt to many environments
The M-Series 2/12 and the M-Series 2/24 both support tape connectivity
The M-Series 2/32 is the switch that one uses for FICON installations
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Overview of the Gen 5 Fibre Channel Products 

High 
Performance Intelligently 

Innovative 

Optimized 
Lifecycle 

Costs 

Data Center 
Class Reliability 

Operational 
Simplicity 

Energy- 
Efficient 

8Gbps 
DCX and DCX-

4S 
16Gbps 

DCX 8510 

 Non-blocking 16Gbps ports 
 Local Switching @ 700 nanoseconds 
 Backplane switching @ 2.1 µsec 
 Cut-through frame routing 
 FCIP batching and trunking 

 99.999% H/W availability 
 Continuous improvement upon 

previous generations of I/O switching. 

 Fabric Vision Value and Benefits 
 Performance and Health Dashboards 
 Flow Vision to avoid “Taps” in a SAN 

 Less power (.3 watts/Gbit) 
 Less heat (BTUs) output 
 Less CO2  emissions 

 
8-slot and 4-slot ED-8510 Alternatives 
 Industry best performance 
 Industry best reliability 
 Industry best availability 
 Industry best scalability 

 

 100m Inter-chassis Links 
 Diagnostic Port (D-port) 
 Port Decommission 
 Forward Error Correction 

Brocade Switching Infrastructure Is Deployed In 74% Of The World’s Data Centers! 

DCX Family 

8G 
 
 

16G 

Presenter
Presentation Notes
When using 8Gbps connections, the DCX 8510-8 can easily support 384 completely non-blocking performance ports on a single chassis. 

The total DCX family of 8G and 16G products was engineered and manufactured to the highest US military specification for five-9s of availability which built upon the superb availability of prior generations of products.

Brocade believes that innovation is one of Brocade’s hallmarks and there is innovation aplenty in the DCX 8510 family of products:
 Now support up to 100 meters of multi-mode connectivity for up to 32 Inter-Chassis Links between two DCX 8510 chassis’s
 We’ve taken the guess work out of implementing E_ports (ISLs) by allowing them to be configured as Diagnostic Ports first and then thoroughly testing them before reconfiguring them into ISL links.
 Removing ISL links on-the-fly almost always results in path errors. With Brocade’s innovative Port Decommission feature, we can reroute I/O exchanges to other ISL paths and then non disruptively remove an ISL.
 Cable and connection errors across long distance links often results in bit errors and many I/O retries. Forward Error Correction makes a dramatic improvement to long distance links to minimize bit errors on ISLs.

Although our competition hates us for it, we have significantly better energy efficiency in our Products. Check out our Power Calculator and do the comparisons for yourself.
http://www.brocade.com/data-center-best-practices/competitive-information/power.page

Brocade is firmly committed to unifying the network management experience across different network types within Brocade Network Advisor and that commitment extends to providing a deep integration experience with industry-leading management products from Brocade partners.
 
Brocade Network Advisor is an optional software program that can be used to manage a fabric that supports FICON and FCP devices and traffic. This is the recommended GUI management tool for FICON environments on B-series enterprise-class switches.
 
Meeting the challenges of a complex, growing environment requires an integrated management solution that provides both end-to-end network visibility and a scalable, standards-based architecture that seamlessly integrates with existing management platforms.

Investment protections comes in a number of ways. Of course customers currently possessing 8G DCX can easily upgrade their exisitng chassis’s to 16G. But we also provide investment protection by supporting data security, FCP inter-fabric routing, and integrated long distance extension. And don’t forget, our new portfolio seamlessly integrates with the estimated 30 million Fibre Channel SAN ports that have already been deployed globally. Now that is investment protection!
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Brocade DCX 8510 Gen 5 Directors 
 Scalability  

 32 and/or 48 port blades 
 192/384 non-blocking ports at   8Gbps 
 128/256 non-blocking ports at 16Gbps 
 Inter-Chassis Links for massive scalability 

 Connectivity 
 8,10 and 16Gbps Optics in ports 
 10Gb and 16Gb native ports 
 FX8-24 Extension Blade 

 Performance  
 Non-blocking internal/external design 
 Low, deterministic latency (.7 - 2.1 µs) 
 8,192 Buffer Credits/ASIC for distance 
 Cut-through frame routing 
 Inflight compression/encryption of ISL Links 

New Gen 5 8510 ISL Features 
♦  64b66b data encoding for efficiency 
♦ Diagnostic Port (D_Port) for better ISL provisioning 
♦ Forward Error Correction (FEC) 
♦ Improved Bottleneck Detection 
♦ Port De-Commissioning / Re-Commissioning 
♦ Automatic Buffer Credit Recovery at the VC level 

 Management  
 Brocade Network Advisor and CUP 

Presenter
Presentation Notes
Here is a brief summary of some of the features and capabilities of the DCX 8510 family of switching devices.

What may be most impressive are all of the new capabilities that have been provided to make fabric extension easier and more manageable.
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• Unmatched performance 
 16/10/8/4/2 Gbps speed 
 <= 420 million frames switched per second per ASIC 
 <= 6.72 billion frames switched per second per chassis 
 768 Gbps of bandwidth per slot 
 In-flight compression and encryption 

• Industry-leading efficiency < 1 watt/Gbps 

• More scalable across distance 
 8000 buffer credits (four times existing) pooled per ASIC 
 Up to 5000 km distance at 2 Gbps 

• Unmatched investment protection compatible with 
30 million existing SAN ports 

Most Advanced Switching ASIC – Condor3 

Each Gen 5 Connectivity blade 
utilizes two Condor3 ASICs 

Brocade DCX 8510 Gen 5 Directors – 2 of 2 on Hardware 
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Brocade in the User's Data Center 

• Does your Current Switching Hardware provide you with the industries best and 
most proven Reliability and Availability? 

Proven Solutions 

• SINCE THIS IS A BROCADE HALLMARK, BROCADE DOES! 

• Brocade switching devices are re-branded (OEM’d) by IBM and EMC to wear their 
name! 
• When IBM and EMC sell a Brocade device it is sold as one of their devices with their name 
• Brocade devices show up in these partner’s price lists and are sold by their sales team 
• This shows the UTMOST TRUST that a storage vendor can place in one of their partners 
• It is a Mark of Excellence 

 
• Our competitor does not have this status with any storage vendor! 
• They are re-sold by IBM, EMC and HDS but under their own logo only. 

Presenter
Presentation Notes
Only the most trusted of partners gets re-branded by the major storage vendors.

EMC, HP and IBM all re-brand Brocade to their own logos (they are OEM partners with Brocade).

Cisco only gets resold, it does not get re-branded.
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An Example of Maturity, Reputation and Respect 
Here is the IBM Storage Area Network Webpage: 

Brocade 

Competitor 

Brocade 

Presenter
Presentation Notes
Users can go to the www.ibm.com website and click on products and then Storage Networking.
Users can see for themselves that IBM treats Brocade differently than they do Cisco.
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Regardless of Industry, Consider Brocade Gen 5                    
For Your Data Center I/O Infrastructure 

Presenter
Presentation Notes
Users face complex challenges in today's dynamic data centers, including the need for simplification, cost reduction, data protection, and a more cost-effective and "green" IT infrastructure. 

Brocade FICON directors and switches leverage unmatched technological innovation and industry-leading expertise to provide the highest-performing and most reliable FCP and FICON infrastructures.



© 2012-2013  Brocade - For Boston's Summer SHARE 2013 Attendees 18 

1. Brocade Network Advisor “Fabric Vision” Health and Performance Dashboards 

2. Brocade Network Advisor “Flow Vision” technology to end “tapping” into fabrics  

3. Cut-through frame routing to reduce frame latency 

4. Forward Error Correction (FEC) to dynamically repair ISL link bit errors  

5. Virtual Channels (VCs) to minimized ISL Head-of-Line Blocking  

6. Inter-chassis Links (ICLs) to minimize ISLs and maximize customer port consumption 

7. Diagnostic Port (D_Port) functionality to test SFPs and cables before deployment 

8. Port DeCommission/ReCommission for non-disruptive removal of ISLs and N_Ports 

9. Data in-flight Compression and/or Encryption on ISL links 

10. Bottleneck Detection within fabrics 

Brocade Gen 5 Fibre Channel Technology 
EXCLUSIVE Brocade Features 

 

Presenter
Presentation Notes
Our Competitor’s product misses out on are the VALUE features that customers are wanting and demanding – they just provide a speed bump.
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11. Hardware ISL Trunking feature (ASIC controlled) for fabric effectiveness 
12. Exchanged-based Routing (EBR) and Device-based Routing (DBR) for ISL traffic 
13. Virtual Fabrics and Multi-tenancy capabilities 

14. FCIP using switches, or uniquely, BLADES in the Brocade Gen 5 Director chassis 
15. Access Gateway for SAN deployment simplicity 
16. Quality of Service and Ingress Rate Limiting for SAN  
17. Traffic Isolation Zones for ISL management 
18. FC-FC integrated routing per port 
19. Advanced Performance Monitoring (APM) 
20. APM Top Talkers Feature 
21. SAN Health Check consultative utility program 

Brocade Gen 5 Fibre Channel Technology 
Additional EXCLUSIVE Brocade Features 

Customers tell us that they 
want features and functionality  

that provide them with VALUE and  
that they are not very interested in 

 just another Speed Bump! 
That is what Gen 5 is all about! 
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There are too many wonderful features in                         
Gen 5 to be able to discuss all of them in 1 hour 

So Here Are Some Of The Highlights 
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Brocade in the User's Data Center 

• It would be great if you could manage all of your FC, FICON and IP devices from 
a single management interface – a single pane of glass. 

New Management Technology and Philosophy 

• BROCADE GEN 5 PROVIDES THAT CAPABILITY! 

• Brocade Network Advisor = Management Simplicity: 
• Our key differentiation is our open, standards-based architecture  
• We provide Partner-centric solutions  
• New “Fabric Vision” Dashboards to better understand Health and Performance issues 
• Simple wizards to configure, FICON, Fibre Channel, and FCIP tunnels 
• Simplified management of Virtual Fabrics 

Presenter
Presentation Notes
History of the BCAF certification.
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Brocade Gen 5 FC Enabled Features 
Brocade Exclusive Fabric Vision Management Technology 

 
IS NEXT GENERATION SAN MANAGEMENT 
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Brocade Fabric Vision Technology 

• Maximize infrastructure uptime 
 Prevent problems from occurring  
 Address problems before they impact 

operations - accelerate problem resolution 
and recovery 

• Dramatically reduce costs 
 Speed time to deploy additional capacity  
 Reduce day-to-day network administration 
 Negate need for 3rd party tools  

• Optimize application performance 
 Minimize latency and maximize network 

throughput 

Advanced monitoring, management, and diagnostics 

Fabric Vision  
Technology 
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An Example of a At-a-Glance Health Dashboard 
Today’s Typical Start-of-the-Week routine: 
• Manually collect information from the various network tools and try to discern if anything 

happened over the week-end that would require investigation – lots of manual effort! 
Now a users Start-of-the-Week 
routine will be easy: 
• New CLI displays and Brocade 

Network Advisor dashboards 
automatically provide: 
• Summary switch health report, along 

with details on out-of-policy conditions 
to help pinpoint potential issues 

• Historical data for the past week so 
you can quickly see trends, and see if 
anything occurred recently that needs 
to be investigated 

• User’s can customize the dashboard 
Widgets to see what they want to see 

One screen shows all of the critical status information 

Presenter
Presentation Notes
Fabric Vision is an advanced hardware and software architecture that combines capabilities from the Brocade Condor3 ASIC, Brocade Fabric OS® (FOS), and Brocade Network Advisor to help administrators address problems before they impact operations, accelerate new application deployments, and dramatically reduce operational costs.
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Presenter
Presentation Notes
Blown up a bit for the audience.
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Performance Dashboard Helps Pinpoint Problem Areas 

• Quickly detect if there 
are any hotspots along 
the flow 

• View ports with CRC 
errors, bottlenecked 
ports, link congestion, 
etc. 

• View statistics on time-
based graphs to easily 
see when events have 
occurred and correlate 
with other events 

• Customizable to your 
requirements and 
needs 

Instantly identify hot spots and potential issues 

Presenter
Presentation Notes
Connectrix Manager implements a feature rich dashboard with several customizable widgets that help pin-point hot spots in the fabric, instantly – these could be top ports with CRC errors, top ports seeing class 3 discards (indicating potential bottleneck condition), top ports that are seeing degraded SFPs, and so on
The capability also exists to display information about application flows that are experiencing congestion and high latencies (feature may not be available in the short term)
Essentially Connectrix Manager dashboard brings out some of the key metrics that a user can take action on – immediately – it is all about transforming data into actionable information and ultimately knowledge about the state of the fabric to our customers
Connectrix Manager also provides deep historical information to provide users with various trends in regards to overall health of the switches, ports, SFPs, performance so on.




© 2012-2013  Brocade - For Boston's Summer SHARE 2013 Attendees 27 



© 2012-2013  Brocade - For Boston's Summer SHARE 2013 Attendees 28 

TYPICAL SAN USE CASE 

OPTIMIZING VM APPLICATION PERFORMANCE 

Presenter
Presentation Notes
Now moving into the four Use Cases.  Depending on the time you have available, you may elect to skip one or more of these Use Cases.  There is some overlap in terms of features exploited to deliver the Use Case solutions, but each Use Case also covers some parts of the Architecture not called out in the others.  In some cases, you may want to skip (or quickly go through) parts of a particular Use Case but not the entire section.

Use Case: OPTIMIZING VM APPLICATION PERFORMANCE�
Let us talk about how the new architecture helps end users to gain insights into current application behavior, provide them with the data, information and knowledge that is needed to optimize application performance
Let us start with a typical scenario of what users need to go through today to identify an application slowdown and then contrast that with a scenario when the new architecture is used
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Your phone rings….“My VM-based application is 
really slow.  What’s wrong?” 1st Thought! 

 
 
 

How do I quickly identify the 
root cause of the 

problem?   

  

   
2nd Thought! 

 
I have all kinds of data but 

no useful information! 

3rd Thought! 

This will take me days 
to fix!  

SAN Systems Administrator 

Presenter
Presentation Notes
Typically whenever an application slowdown is reported, storage/SAN admins get the blame. SAN/Storage side of things are assumed guilty until proven innocent.
So storage/SAN admins are under tremendous pressure to get the problem fixed – they know it is not going to be an easy task. They will have to look at various places within the SAN and within Storage devices to debug the problem. And that can potentially take a very long time
So naturally they are worried…
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VMs 

VMs 

VMs 

Servers 

Storage Area Network  

Storage 

You must 
Identify Target and LUN 

being accessed by the 
VM having a problem  

• Monitor SCSI RESERVEs at the target 
• Monitor for latency and congestion on ISLs 
• Monitor for CRC errors/dropped frames at host and storage ports; 

errors could be on ISLs too. 
• Set up end-to-end performance monitoring using FOS Advanced 

Performance Monitoring (APM) 
• Monitor for I/O latency at FC SAN using physical taps/FC analyzer 

• Monitor for device latency bottleneck at host and storage port with 
FOS Bottleneck Detection  

Possible troubleshooting steps/CLI commands: 

You get the call. 
You must gather 

performance stats 
from VM 

management tool  

Presenter
Presentation Notes
Today customers need to go through multiple steps to debug application slowdowns.
They start at the server, look at stats in tools such as vCenter, SCOM or any application management tools, hoping to find the root cause, likely just getting info on which VM was impacted.
When that does not yield anything, they start the investigation on the storage side – they identify the LUN(s) that the application is accessing, look for any useful info from the storage tools
If that does not yield anything obvious they start debug sessions in the fabric. They can turn on bottleneck monitoring in FOS, look for SCSI RESRVE patterns to see if there is excessive contention in LUN access from multiple VMs that are sharing the same LUN, look for congestion on the ISLs, may go and set up end-to-end performance monitors (with Brocade Advanced Performance Monitor) to see the flow information as well, and when nothing points to something obvious, they may have to resort to taps on the cables and connecting third-party analyzers (that are disruptive and intrusive, and expensive),  and look for I/O latency issues.  Some customers resort to extremely expensive and cumbersome solutions like leaving taps installed in their fabric all the time in the hope that when a problem arises, they will have the tools in the right place to help troubleshoot.
As one can see this process is labor intensive, needs someone who knows lots of different tools, and they have to go and configure various monitoring on individual switches and ports –  which is operationally intensive, expensive – and if some of this monitoring is not already set up ahead of time, there is no hope of turning them on now to catch problems (and doing so, like disabling a port to insert a tap, often causes the problem to go away, thus making it impossible to continue to troubleshoot when the tools are in place) 
Note: This does not mean Brocade did nothing in the past to help customers. In fact several of these tools… like bottleneck monitoring, frame monitoring, port fencing, etc… have all been immensely helpful.  It just requires some/significant learning curve on the part of the end user to effectively use these tools, and correlating the information requires going to many different places to retrieve the data.
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• You could instantly see the flow you’re concerned about? 

• You could monitor for latency conditions in the fabric without using physical, disruptive taps? 
• You could quickly identify the specific issue causing the problem? 

VMs 

VMs 

VMs 

Servers 
Storage Area Network  

Storage 

Imagine if… 

Presenter
Presentation Notes
With Brocade’s new Architecture, customers can readily get visibility into the application flow they are interested in
They can drill down into a flow and look at various performance statistics all the way from application/VM (if NPIV or physical host) to the LUN
They can also monitor I/O latency information associated with that flow, see which LUN access is normal and which LUN access is taking excessive time (please note I/O latency measurement requires Brocade HBA integration or Brocade Fabric Analytics Engine  – the latter of which is still in concept planning stages.  More on that later in this deck.)
With dashboard capability they get quick visibility of various hot spots in the fabric, including slow drain devices
It is possible that it is the flow from the second host that is going to the slow draining device that is actually impacting the application flow that the customer is interested in  - it is a noisy neighbor issue. Basically the orange flow that is going to that top most target (with a flame, which is a slow draining device) is impacting the purple flow that the user is interested in. So, user really needs to “fix” the slow draining device to get the performance back on the purple flow – this type of insight is hard to get without new Architecture capabilities
Of course, users can set up proactive monitoring of various flows and get alerts if flows begin to experience high latency – all these alerts can be delivered through email, SNMP traps, RASlog messages, etc. and are easily configured.

NOTE:  Next slide shows the Connectrix Manager dashboard with Top 10 Flows highlighted. 
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• You could instantly see flows with high latency and be alerted when levels exceed thresholds?? 

g 

• You could instantly see the flow you’re concerned about? 

• You could monitor for latency conditions in the fabric without using physical, disruptive taps? 
• You could quickly identify the specific issue causing the problem? 

Imagine if… 

NOW 
YOU 
CAN! 

Presenter
Presentation Notes
With Brocade’s new Architecture, customers can readily get visibility into the application flow they are interested in
They can drill down into a flow and look at various performance statistics all the way from application/VM (if NPIV or physical host) to the LUN
They can also monitor I/O latency information associated with that flow, see which LUN access is normal and which LUN access is taking excessive time (please note I/O latency measurement requires Brocade HBA integration or Brocade Fabric Analytics Engine  – the latter of which is still in concept planning stages.  More on that later in this deck.)
With dashboard capability they get quick visibility of various hot spots in the fabric, including slow drain devices
It is possible that it is the flow from the second host that is going to the slow draining device that is actually impacting the application flow that the customer is interested in  - it is a noisy neighbor issue. Basically the orange flow that is going to that top most target (with a flame, which is a slow draining device) is impacting the purple flow that the user is interested in. So, user really needs to “fix” the slow draining device to get the performance back on the purple flow – this type of insight is hard to get without new Architecture capabilities
Of course, users can set up proactive monitoring of various flows and get alerts if flows begin to experience high latency – all these alerts can be delivered through email, SNMP traps, RASlog messages, etc. and are easily configured.
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• You can instantly see the data I/O flow that you are most concerned about 

• You can monitor all flows within an ISL without using disruptive, signal degrading physical taps 
• You can see flows with high latency (slow drain) and be alerted when levels exceed thresholds 

• You can quickly identify the specific issue that is causing a problem (more about SAN than FICON) 

An Example of Brocade’s Unique “Flow Vision” Technology 
Troubleshoot SAN Congestion Issues Without Physical Taps! 

Presenter
Presentation Notes
With Brocade’s new Fabric Vision Architecture, customers can readily get visibility into the application flow that most interest them.
User’s can drill down into a flow and look at various performance statistics all the way from application/VM (if NPIV or physical host) to the LUN
User’s can also monitor I/O latency information associated with that flow, see which FCP LUN access is normal and which LUN access is taking excessive time (please note I/O latency measurement requires Brocade HBA integration or Brocade Fabric Analytics Engine  – the latter of which is still in concept planning stages. 
With dashboard capability they get quick visibility of various hot spots in the fabric, including slow drain devices
It is possible that it is the flow from the second host that is going to the slow draining device that is actually impacting the application flow that the customer is interested in  - it is a noisy neighbor issue. Basically the orange flow that is going to that top most target (with a flame, which is a slow draining device) is impacting the purple flow that the user is interested in. So, user really needs to “fix” the slow draining device to get the performance back on the purple flow – this type of insight is hard to get without new Architecture capabilities
Of course, users can set up proactive monitoring of various flows and get alerts if flows begin to experience high latency – all these alerts can be delivered through email, SNMP traps, RASlog messages, etc. and are easily configured.
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There are MANY MORE Unique Gen 5 Enabled Features 
We only have enough time left to discuss just a few of them 
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Brocade in the User's Data Center 

• It is the goal of every enterprise to obtain the maximum value and utilization from 
the FC, FICON and IP assets that are deployed 

Troubleshooting and Performance 

• BROCADE GEN 5 SUPPORTS THAT GOAL! 

• Fabric OS, Brocade Network Advisor and our superior Fabric Vision Technology: 
• Bottleneck Detection/Alerting of Latency and/or Congestion problems (slow draining) 
• Overcoming Bit Error problems on ISL links with Forward Error Correction techniques 
• Avoid Head-of-Line performance blocking with Virtual Channels for ISLs 
• Validate good path links before deploying them with our Diagnostic Port (D_Port) 
• Identify, monitor, and analyze specific application data flows – avoid port taps and 3rd party 

applications 

Presenter
Presentation Notes
History of the BCAF certification.
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Enhanced Detection of Congestion and Latency Issues 

• Monitor for fabric latency with Bottleneck Detection and receive problem notifications  
• Measure I/O latency – measured by Brocade Adapter, information visible in BNA 
• Monitor resource contention, congestion, and other issues impacting SAN app. performance 
• Monitor resource contention, congestion, and other issues impacting M/F FICON performance 

H1 
LUN or Volume1  

LUN or Volume2 

T1 

This image cannot currently be displayed.

Brocade Fabric Adapter  
enables I/O latency  

measurement 

Monitor for SCSI_RESERVE,  
READ, WRITE,  at the LUN 

level 

Enhanced Bottleneck Detection Latency Monitoring 

Simple flow monitoring to a desired LUN 
will become available in a near future FOS release. 

Quickly Identify and Resolve VM, FCP and FICON Performance Degradation! 

Presenter
Presentation Notes
With Condor3 and Flow Management (feature planned in future releases beyond FOS v7.1) capability, a customer can get much deeper visibility into application traffic all the way from the host to a LUN. Wherever NPIV is used, users can actually monitor VM to LUN level performance as well.
Also, in addition to performance monitoring, users also get visibility into various SCSI level activity information – whether it is READ/WRITE access to a LUN, SCSI RESERVEs to LUN, etc. – that provides much deeper visibility into application behavior and storage access pattern – this insight can help end users to provision storage accordingly to optimize for unique application performance
Flow management also includes the ability to monitor I/O latency associated with a flow that is originated from Brocade HBA/Adapter. Connectrix Manager can obtain this key metric from the adapter and provide visibility via Connectrix Manager dashboard.
Ability to monitor for frame level latency in the fabric is of extreme value to customers. Brocade can potentially provide users with latency maps of the fabric – which includes a map of various ISLs experiencing latency
Note: If asked about the timeframe for these flow management capabilities you can indicate that these features are currently planned to be available with FOS v7.2 and Connectrix Manager 12.1 in mid-2013.
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• Works on Frames and on Primitives 
• The high-order bits are collected from the 64b/66b 

data encoding to help correct transmission bit errors 
• Used on our E_Ports (ISLs) that are Condor3-to-

Condor3 ASIC connections 
• Does slightly increase frame latency by about 400 

nanoseconds per frame 
• But this significantly enhances reliability of frame 

transmissions across an I/O network and reduces 
   I/O retries which can hurt I/O performance 

Forward Error Correction 

• Dirty or worn cable links can cause bit errors in frames and even frame errors which, in the 
worst case, will drive I/O retry 

• The 16 Gbps standard provides for a mechanism to correct ISL link bit errors – this new 
Brocade Gen 5 capability is called Forward Error Correction (FEC) 

• Both sides of the ISL link must use Condor3 ASICs – not for DWDM or FCIP 

• Corrects up to 11 bit errors per  
     each 2,112 bits in a frame 
     transmission 

• 11 bit corrections per 264 
     bytes of frame data 

ISL Links 

Repairing Link Bit Errors using the Sync bits from 64b/66b encoding 

Presenter
Presentation Notes
The FEC feature, available as of Fabric OS 7.0, allows recovering of error bits in a 10G or a 16G data stream. 
FEC can correct up to 11 error bits in every 2112-bit transmission. 
This feature is enabled by default on all ISLs of Brocade Connectrix B-Series Gen 5 FC platforms. 
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16G SFP+ 16G SFP+ 
FC 

 
Cables 

Switch 
ASIC 

Switch 
ASIC 

Reduce the time it takes to successfully deploy a fabric  
 

• Full support for 16G SFPs 
• Partial support for 10G SFPs 
• Provides the following capabilities: 
 Performs electrical loopback (16G) 
 Performs optical loopback (16G) 
 Measures link distance (10G, 16G) 
 Performs link saturation test (10G, 16G) 

 

• D_Port will check optics and cables integrity 
 D_Port is a special port type, configured by the 

user to run diagnostics 
 Does not carry any FC control or data traffic 

• Supported only on ISL ports (E_Ports) configured 
as D_Ports  as well as 8510 ICL ports (FOS 7.1+) 

• For VC_RDY flows on all and R_RDY flows at 7.1+ 

RX 

TX 

TX 

RX 

TX 

RX 

RX 

TX 

TX 

RX 

RX 

TX 

Electrical  Loopback 
Optical  Loopback 
Link distance/saturation 

Works end-to-end 
even through DWDM! 

ClearLink Diagnostic Port (D_Port) 

Presenter
Presentation Notes
Diagnose Port (D_Port) - Identify and isolate optics and cable problems faster

Fully supported on 16 Gbps SFP+, distance accuracy 5m
Partially supported on 10 GbE SFP+ (no electrical and optical loopback tests), distance accuracy 50m
Supported only on Condor3 ISL E/EX_Ports 
Brocade branded SFPs required
No support on UltraScale ICLs, F_Ports and N_Ports (AG or HBA)
No support in R_RDY mode until FOS 7.1.0c
No support with encryption/compression
No additional license needed 
Ports must be taken offline 
Can be used to exercise/verify the hardware before deploying the port into the fabric
The D_Port is not part of the fabric
No routes set
No switch control frames flow through
No device data traffic flows through
No impact on the fabric operations or traffic though other ports
Complete isolation from the fabrics at both ends of link (no merge)
Test exercises:
Ports, SFPs and the interconnecting cable
Supported in Connectrix Manager
16 Gbps only

At FOS 7.1.0c the D_Port Link Distance and Saturation tests can be performed on ICLs. Electrical and Optical Loopback are not supported as QSFP does not support these tests.



D_Port for DWDM and More 

• A new sub-option “-dwdm” has been added to “portcfgdport --enable” CLI  
• Allows a user to configure D_Port over active DWDM links.  
• The “-dwdm” option will not execute the optical loopback test while performing D-Port tests 

as the active DWDM links do not provide necessary support to run optical loopback tests.  

10/16G SFP++ 10/16Gb SFP+ 
FC 

 
Cables 

Switch 
ASIC 

Switch 
ASIC 

RX 

TX 

TX 

RX 

TX 

RX 

RX 

TX 

TX 

RX 

RX 

TX 
FC 

 
Cables 

Electrical  Loopback 
Link distance/saturation 

DWDM 

Optical  Loopback 

• D_Port is also available on Brocade 1860 Fabric Adapter, Access Gateway, and the optical ICLs 
• No Electrical/Optical Loopback support however. 

Presenter
Presentation Notes
There are some restrictions of using D_Port with DWDM connections.
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Brocade in the User's Data Center 

• You can step up to the industries best fabric Scalability if/when you need it 

Massive Scalability 

• ONLY BROCADE PROVIDES THIS CAPABILITY! 

• Brocade SAN Directors can create a local fabric of up to 3,840 ports! 
• Brocade FICON Directors can create a local fabric of up to 1,152 ports! 

• ICLs are a unique capability of Brocade Director technology (not for Gen 5 switches) 
• Inter-Chassis Links (ICLs) allow multiple Gen 5, 16 Gbps Directors to be linked together 
• For FICON, ICLs create a Cascaded FICON environment but DO NOT use your one hop 
• Inter-Switch Links (ISLs) can then connect sets of ICL connected Directors together 
• Each ICL carries 64 Gbps of throughput between a pair of Brocade Directors 
• Gen 5 eight slot Directors can have up to 32 ICL connections (32 x 64 = 2048 Gbps of B/W) 
• Gen 5 four slot Directors can have up to 16 ICL connections (16 x 64 = 1024 Gbps of B/W) 

Presenter
Presentation Notes
Scalability is important to meet many of an enterprise’s strategic goals.
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Brocade Unique Fabric Scalability 

• Chassis expansion scalability through 
UltraScale Inter-Chassis Links (ICLs) 

• For FCP: 
 Can deploy a simple nine-chassis active-active 

mesh 
 Can deploy scalable Ten-chassis core/edge 

topologies 

−For FICON: 
 Can deploy three Gen 5 8510-8s connected 

together providing 1,152 ports with from 128 – 
2048 Gbps of ICL bandwidth (three 384p chassis 
equals 1,152 ports) 
 And two clusters of ICL’d Directors can be ISL’d 

together to create even more scalability 

ICL Configuration at FOS 7.1.0c and higher! 

Up to 6,800 miles or 11,000 km 
(with FCIP ISLs) 

FCP 
Mesh FCP Core/Edge 

FICON ICL Configurations 

Presenter
Presentation Notes
UltraScale Inter-Chassis Link (ICL) connectivity is a unique Brocade DCX feature, first introduced in FOS 6.x on 8Gbps Directors, and now enhanced at 16Gbps Directors that provides short-distance connectivity between two DCX family chassis’s for FC -- good option for customers who want to build a powerful core without sacrificing device ports for Inter-Switch Link (ISL) connectivity. 

Rather than using ISLs (and using up connectivity ports) consider using ICLs since ICL cables can now be up to 100 meters in distance.
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Brocade in the User's Data Center 

• Would you like to ENSURE great I/O performance? 

Exceptional Performance 

• BROCADE GEN 5 PROVIDES THAT CAPABILITY! 

• Brocade hardware capabilities help you keep your performance at peak levels! 
• Simple, ASIC-based internal connectivity allows for fast and predictable path performance  
• Backplane Frame Latency is a consistent 2.1 microseconds 
• Local Switching Frame Latency is a consistent 700 nanoseconds 
• Compression/Encryption of data on ISL links improves fabric efficiency 
• Hardware balancing of frame flow across ISL links enhances performance 
• Capability to remove ISL links that are going bad or no longer needed or are failing 

Presenter
Presentation Notes
History of the BCAF certification.
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• Brocade Gen 5 Directors utilize Brocade unique “cut through” frame routing which means that 
a full frame does not have to reside in switch memory before it gets passed along 

• “Cut through” frame routing allows the Brocade Gen 5 to have a low average frame latency 
delay for fibre channel data frames – especially significant with HBA, CHPID and SSD IOPS! 

• And I/O path “Latency” is going to become its own bottleneck to I/O performance over time! 

Cut-through Frame Routing 
Reducing frame latency helps provide maximum performance 

The frame actually extends from 
the host adapter to the storage adapter! 

The last of 
a frame’s 
bits are leaving 
the HBA or the 
FICON adapter… 

…as the first of a 
frame’s bits are 

entering the storage 
port and the storage 

systems begins to work 
with that same frame. 

Presenter
Presentation Notes
There are two ways for a fiber channel switch to propagate its traffic, Cut-through and Store-and-Forward.

Brocade switching devices use Cut-Through frame routing.

Cut-through switching is a frame routing method wherein the switching platform starts forwarding a frame as soon as the switch has read the destination address. A cut through switch will forward the frame it is receiving before it has completed receiving the frame. These switches will function at wire speed, forwarding traffic as fast as it receives it.

This technique reduces latency time through the switch.

If a frame is bad or has an error it might be flagged in the frame wrapper by the switch but the frame is always passed to the receiving device. It will be up to that receiving device to accept or reject a frame after performing its own error checking.
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• Latency is typically only microseconds of time, usually overlooked when discussing performance 
• But its affect can throttle your throughput 
• Switched-FC might or might not impact IOPS. IBM IOPS testing of FICON Express8/8S utilized 

Brocade Gen 4 and Gen 5 Directors before they finalized their IOPS numbers. 

Beware of Latency – in any form – in the I/O path 
Latency will reduce the potential IOPS 

 For more information about this, come and see Session 14269  
“A first look at the Inner Workings and Hidden Mechanisms of FICON Performance” 

Presenter
Presentation Notes
There are two ways for a fiber channel switch to propagate its traffic, Cut-through and Store-and-Forward.

Brocade switching devices use Cut-Through frame routing.

Cut-through switching is a frame routing method wherein the switching platform starts forwarding a frame as soon as the switch has read the destination address. A cut through switch will forward the frame it is receiving before it has completed receiving the frame. These switches will function at wire speed, forwarding traffic as fast as it receives it.

This technique reduces latency time through the switch.

If a frame is bad or has an error it might be flagged in the frame wrapper by the switch but the frame is always passed to the receiving device. It will be up to that receiving device to accept or reject a frame after performing its own error checking.
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Improved ISL Security and Efficiency 

• Secure Transfers 
 Encrypts data on Brocade Gen 5 ISL ports 
− Switch-to-switch encryption,  

not at-rest encryption 
− Useful over Fibre Channel long-distance links 

 Uses AES-GCM algorithm for both authentication and 
encryption 

 Uses 256-bit encryption key but no key management 
• Maximum Network Efficiency 
 Disk or tape traffic gets compressed on ISL and gets 

uncompressed at the receiving switch 
 Provides up to 2:1 compression and uses Brocade 

LZO algorithm 
 Provides up to 128 Gbps of compressed bandwidth 

per blade 
• No licenses and can be used separately or 

together on the same ISL link 

Unencrypted 

Encrypted 

1$}~*,[£%^nt4@" Critical Data 
1$}~*,[£%^nt4@" Critical Data 

Uncompressed 

Compressed 

Critical Data Critical Data Critical Data 

Critical Data 

Unique Gen 5 Capabilities 



• Mechanism to remove an ISL non-disruptively 
• Block/Disable an ISL port after moving  the traffic 

flow to other routes so that removing it will be non-
disruptive 

FICON 
FICON 

• Can be attached to automated processes 
• Port Fencing / Port Auto Disable 

• Select Port Decommission as an action 
• Invokes decommission process instead of                          

immediate disabling of the port 

• Coordinate event with external applications 
• Switch operating system moves routes off         

of the target ISL before that ISL is disabled 

ISLs 

Port De/Re-commissioning 
In Particular, improving FICON ISL Management 

Presenter
Presentation Notes
When an ISL is selected for decommissioning, the switches communicate with each other to coordinate the movement of flows off of the ISL to alternative paths. Once the flows are moved to alternative paths, the switches block the E_Ports associated with the ISL being decommissioned to complete the decommission process.
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• Mechanism to remove a port non-disruptively 
 Block/Disable a device port after allowing each 

LPAR to quiescing the path/device so that 
removing it will be non-disruptive 

• Coordinate event with external applications 
 Application or system manager 
− Moves workload off of a target port before that 

port is disabled 

• May be attached to automated processes 
 E.g., Port Fencing 
− Select Port Decommission as an action 
− Invokes decommission process instead         

of immediate disabling of the port 

Port De/Re-commissioning for Mainframes 
Improving FICON N_Port Management 

LPAR 
agent 

LPAR 
agent 

LPAR 
agent 

LPAR 
agent 

LPAR 
agent 

LPAR 
agent 

FICON 
FICON 

Brocade 
Network 
Advisor 
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As You Begin To Make Decisions To Technology Refresh 

• Our MANAGEMENT capabilities drive VALUE – enterprises like yours needs that 

• Our RELIABILITY means less stress in your life and more sleep at night 

• Our SCALABILITY matches our partner’s strategic vision for on demand Computing 

• Our PERFORMANCE is unmatched and helps you meet your Service Level Agreements 

• Our ENERGY EFFICIENCY reduces your operational expense budget saving you money 

• Our INVESTEMENT PROTECTION positions us to become your trusted advisor 

• Our PRIZED CERTIFICATIONs increase your confidence and expertise in SAN and M/F I/O 

• You, like other customers, vote their confidence in a vendor by buying their equipment and 
worldwide about 90% of all FICON infrastructure deployed is from Brocade and overall 
about 74% of Fibre Channel infrastructure deployed is from Brocade!  

Please Consider The Following: 

Presenter
Presentation Notes
History of the BCAF certification.
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What you have seen here today is only a SAMPLING of the many 
innovations that are now bundled with Brocade hardware and 

software to make deploying and utilizing SAN and FICON fabrics as 
simple as possible!  

As so many Customers in the World have done, is it now time to take 
a look at how Brocade can improve your data center environment 

once again! 

As You Begin To Make Decisions To Technology Refresh 
Please Consider The Following: 

Presenter
Presentation Notes
History of the BCAF certification.
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Thank You! 

Session 14482 

 QR Code 

Please Fill Out An Evaluation On This Session! 

Presenter
Presentation Notes
Let’s answer any remaining questions now.
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