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« All or some of the products detailed in this presentation may still be under
development and certain specifications, including but not limited to, release dates,
prices, and product features, may change. The products may not function as
intended and a production version of the products may never be released. Even if
a production version is released, it may be materially different from the pre-release
version discussed in this presentation.

* NOTHING IN THIS PRESENTATION SHALL BE DEEMED TO CREATE A
WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, STATUTORY OR
OTHERWISE, INCLUDING BUT NOT LIMITED TO, ANY IMPLIED WARRANTIES
OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR
NONINFRINGEMENT OF THIRD-PARTY RIGHTS WITH RESPECT TO ANY
PRODUCTS AND SERVICES REFERENCED HEREIN.

* Brocade, Fabric OS, File Lifecycle Manager, MyView, and StorageX are registered
trademarks and the Brocade B-wing symbol, DCX, and SAN Health are trademarks
of Brocade Communications Systems, Inc. or its subsidiaries, in the United States
and/or in other countries. All other brands, products, or service names are or may
be trademarks or service marks of, and are used to identify, products or services of
their respective owners.

e There are slides in this presentation that use IBM graphics. SHﬁBI:sEn
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Presentation Notes
Just to make sure that there are no misunderstandings.


M

Notes as part of the online handouts e

Techaslogy - Cerseclisns - Reslts

| have saved the PDF files for my presentations in such a wa
that all of the audience notes are available as you read the PDF
file that you download.

If there is a little balloon icon in the upper left hand corner of the
slide then take your cursor and put it over the balloon and you
will see the notes that | have made concerning the slide that
you are viewing.

This will usually give you more information than just what the
slide contains.

| hope this helps in your educational efforts!  SHARE

Complete your sessions evaluation online at SHARE.org/BostonEval ®e4e* in Boston




A deeper look Into the Inner Workings and s
Hidden Mechanisms of FICON Performance :*2%%

This technical session goes into a fairly deep discussion on
some of the design considerations of a FICON infrastructure.
« Among the topics this session will focus on is:
« Congestion and Backpressure in FC fabrics
How Buffer Credits get initialized
How FICON utilizes buffer credits
Oversubscription and Slow Draining Devices
Data Encoding and Forward Error Correction (FEC)
Virtual Channels for improved ISL Efficiency
Compression/Encryption on ISL links for Security and Efficiency

NOTE: Please check for the most recent copy of this presentation at

the SHARE website as | make frequent updates. .-
- SHARE
Complete your sessions evaluation online at SHARE.org/BostonEval ®eqe* in Boston
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Today’s agenda


This Section
« Congestion and Backpressure Overview

Complete your sessions evaluation online at SHARE.org/BostonEval




Congestion and Backpressure Overview [‘f
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« Congestion occurs at the point of restriction

 Backpressure is the effect felt by the environment leading up to
the point of restriction

| will use an Interstate highway example to demonstrate these concepts

Road
can handle up to 800 cars/trucks per minute
at the traffic speed limit

" Road
can handle up to 800 cars/trucks per minute
at the traffic speed limit
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Presentation Notes
Storage Networking Congestion occurs when a link or node is carrying so much data that its quality of service deteriorates. Typical effects include queueing delay, frame loss or the blocking of new connections.
Backpressure is the build-up of data in a FICON link if the buffers are full and incapable of receiving any more data; the transmitting device halts the sending of data frames until the buffers have been emptied and buffer credits are once again available to be used.


=
Congestion and Backpressure Overview Y

 No Congestion and No Backpressure = B
= The highway handles up to 800 cars/trucks per minute and less than
800 cars/trucks per min are arriving

e Time spent in queue (behind slower traffic) is minimal
= Cut-through routing (zipping along from point A to point B) works well

No Congestion and No Backpressure

Road
can handle up to 800 cars/trucks per minute
so the traffic can run up to the speed limit

~ Road
can handle up to 800 cars/trucks per minute
so the traffic can run up to the speed limit
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Presentation Notes
Storage Networking Congestion occurs when a link or node is carrying so much data that its quality of service deteriorates. Typical effects include queueing delay, frame loss or the blocking of new connections.
Backpressure is the build-up of data in a FICON link if the buffers are full and incapable of receiving any more data; the transmitting device halts the sending of data frames until the buffers have been emptied and buffer credits are once again available to be used.


Congestion and Backpressure Overview s

 Congestion lls
= The highway handles up to 800 cars/trucks per minute and more than
800 cars/trucks per min are arriving

« Latency time and buffer credit space consumed increases
= Cut-through routing cannot decrease the problem

 Backpressure is experienced by cars slowing down and gueuing up

Congestion and Backpressure

Road
can only handle up to 800 cars/trucks per minute
so traffic speed reduced (congested)

ﬁ Queuing

(Backpressure)

~ Road
can handle up to 800 cars/trucks per minute
so the traffic is running at the speed limit
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Congestion and its resulting backpressure occur when a link is asked to handle more frames per second than can actually be processed by that link.

Congestion and backpressure can occur on just the read or the write link of a channel path or on both the read and write links concurrently.


This Section

* Very basic flow for the Build Fabric
process and how Buffer Credits get
Initialized

.* .g:m*mﬂ
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Build Fabric Process

Example Topology

Assume

Domain ID: 1

» A fiber cable will be
attached between S p—— .
switch A and B |

- This will create an ISL bomain ID: 2

(E_Port) between
these two devices

Complete your sessions evaluation online at SHARE.org/BostonEval




Build Fabric Process =

e Cable connected suARE
* Link Speed Auto-Negotiation
* Link is now in an Active state

 One credit is granted by default
to allow the port logins to occur

« Exchange Link Parms (ELP) Domain 1D 1 Domain ID: 2
= Contains the “requested” buffer
credit information for the sender
= Assume 8 credits are being granted Speed Negotiation

for this example

° Responder ACCepts —then Active State

does its own ELP N
= Contains the “requested” buffer EoraiE] " Accopt— 4 ~

credit information for the responder
= Assume 8 credits are being granted _
for this example

' LR, LR, :
e Link becomes an E_Port RLR LRI

« Send Link Resets (LR) - TR
= |nitializes Sender credit values ———— DLE—
» Link Reset Response (LRR) —DlE———
= |nitializes Responder credit values v v
« Ready for I/O to start flowing N )




This Section
e How FICON uses Buffer-to-Buffer Credits

* Determining Buffer Credits Required .
 RMF Reports for Switched-FICON j

 Brocade’s Buffer Credit Calculation
Spreadsheet
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Presentation Notes
Buffer credits, also called buffer-to-buffer credits (BBC) are used as a flow control method by Fibre Channel technology and represent the number of frames a port can store.
Each time a port transmits a frame that port's BB Credit is decremented by one; for each R RDY received, that port's BB Credit is incremented by one. If the BB Credit is zero the corresponding node cannot transmit until an R_RDY is received back.
The benefits of a large data buffer are particularly evident in long distance applications, when operating at higher data rates (2Gbps, 4Gbps, 8Gbps).


How Buffer Credits Work Y
SHARE
systemz = e ne
e A Fiber channel link is a FICON X8/8S Brocade
PAIR of paths CHPID Dir. Port
o A path from "this" transmitter B2B
to the "other" receiver and a Credit Cnt Fiber Cable
path from the "other 38 transmit receive B:l®

transmitter to "this" receiver Avalil. e e— P ool
e The "buffer" resides on each

receiver, and that receiver BC | !lhave 40 buffer credits=——>] 40
tells the linked transmitter

Pool REEVE il Avail.
how many _
BB_Credits are available B2B
Credit Cnt

e Sending a frame through the Express =Txed 64 BC

transmitter decrements the Express2 =fixed 107 BC - Switch has variable BCs

B2B Credit Counter Expressé = ;ixeg 200 BC : D,IAaSD hash fi(>j<ed B(:bsI

Express8 =fixed 40BC - Old Tape had variable BCs

* Recelvm an R-Rdy or Express8S= fixed 40 BC

VC-Rdy through the receiver

'(r:]gLenrtneerntS the B2B Credit Each receiver on the fiber cable can state a different value!
e DCX family has a buffer Once established, it is transmit (write) connections that will

credit recovery capability typically run out of buffer credits
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Presentation Notes
FICON Express channel cards have a fixed number of buffer credits per CHPID.

FICON switching devices, on a port by port basis, can set their buffer credit needs up to the maximum supported by the ASIC they are attached on.

Storage devices, especially DASD, usually have a fixed number of buffer credits per port.


Buffer-to-Buffer Credits
Buffer-to-Buffer flow control

Technglogy -+ Caraecligns - Resulls

 After initialization, each port knows how many buffers are
available in the queue at the other end of the link
= This value is known as Transmit (Tx) Credit

F_Port BCs
held in the CHPID

[[TxCredit [ 8]

8Gbps CHPID
Has 40 BCs

Receiver

Q

Complete your sessions ey CH PI D (8G bpS)

B Frames
1 R_RDYs
N_Port CHPID BCs
held in the F_Port
& [T Credit J40]
SN
0
e @
A
Q@ Q
\‘&9&0
”’/ o 8Gbps F_Port
;5"’0/1/(/}""60 has 8 BCs
r,;.em:,g/a% Q Receiver
Sw DMN 1
FICON Fiber Cable F_Port (16Gbps)
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The receiver on each end of a cable connection transmits to its opposite transmitter the number of frames that it can receive. The transmitter stores that information and then uses it as it sends frames to the receiver on the other end of the cable.


Buffer-to-Buffer Credits E

Buffer-to-Buffer flow control Example SHARE

* Tx Credit is decremented by one for every frame sent from the CHPID
 No frames may be transmitted after Tx Credit reaches zero
e Tx Creditis incremented by one for each R_RDY received from F_Port

B Frames
R_RDYs
| T Credit Iﬂ | T Credit 40|
8Gbps CHPID 8Gbps F_Port
Has 40 BCs Data Fr has 8 BCs Onto
ata Frames ,
: Receiver End
Recelver Q — Q Sw DMN 1 Device
CHPID (8Gbps) F_Port (16Gbps) ‘
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This is an example of how buffer credits are utilized.



BB Credit Droop s
Not Enough BB Credits _
Start Of 8G Link
Frame X % . . . . . .
. . . . . B « R_RDY
Acknowledgements
(Do not use BCs)
Ample BB Credi .
ple BB Credits 8G Link
EEEEEEEEEEEEEEE -
Acknowledgements

4 x less BB Credits, still ample G Link

I N B - - o

Acknowledgements

Complete your sessions evaluation online at SHARE.org/BostonEval
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Each of the frames above are exactly the same size. Faster links require shorter line distance to hold the frame. So on a fiber cable the frame distance is shorter and shorter the higher the link rate gets.s

If not enough buffer credits are allocated the link gets starved for data. This starvation is in the form of cable distance that contains no frames.

VC_RDY is a Brocade® proprietary version of R_RDY used with Virtual Channels (VC) technology. a


This Section
« Determining Buffer Credits Required
 RMF Reports for Switched-FICON

 Brocade’s Buffer Credit Calculation
Spreadsheet




=
Buffer Credits rY
Why FICON Never Averages a Full Frame Size s»axe

 There are three things that are required to determine the number of buffer
credits required across a long distance link

* The speed of the link
e The cable distance of the link
 The average frame size

» Average frame size is the hardest to obtain
* Use the RMF 74-7 records report “FICON Director Activity Report”
* You will find that FICON just never averages full frame size
* Below is a simple FICON 4K write that demonstrates average frame size

Control Prefix Command
44 + 32 = 768
4096 — 1984=2112 2112 - 2048=64 64 + 4B IU CRC
Write | 1984 (-64BHDR) | | 2048 | | es |

2148 - 64 - 64 =2020B 2048 + 32 =2084B 68 +32=100B

Status Accept

36+ 32 =68B

4K will not fitinto 2 BCs because of headers for FC as well as SB3 protocol
thatis used and the 64 byte FICON header that is placed into the
payload field ofthe 1stframe of every FICON exchange.

Average = (76+2020+2084+100+68)/ 5 = 870 Bytes
 ©2012-2013 Brocade - For Boston Summer SHARE 2013 Attendees 49
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For Command Mode FICON  a customer will often find that their DASD I/O average frame size is 1k or less

z/OS disk workloads very rarely produce full channel frames (4K writes creates an average frame size of 862 bytes).  

The RMF 74-7 record has a field called Frame pacing delay.  Any non-zero value in there is an indication of bb credit starvation occurring on that port during an RMF reporting interval.  

There is a formula for determining the optimal number of BB credits.  The factors that go into it are distance (frame delivery time), processing time at the receiving port, frame size being transmitted, and link signaling rate.  You wind up with:

optimal # credits=       (Round_trip_time)+Receiving_port_processing time)
                                                 Frame_Transmission_time



Buffer Credits for Long Distance

F.—-

- =
The Impact of Average Frame Size on Buffer Credits sua
A distance of 20KM with 100% link utilization 2Gbps 4Gbps 8Gbps | 10Gbps | 16Gbps
Buffer Buffer Buffer Buffer Buffer
SOF, Smaller than ] ] ] ] ]
Total Frame Credis Credis Credis Credis Credis
Header, Payload full frame by ] ) ] ] )
CRC, EOF Bytes % Required Required Required Required Required
= 8b10b 8b10b P 64b66b 64b66b
36 (o2 )| 2148 | oo0o% B 20 | a0 ( 80 )| 99 | 159 |
36 Smlmner 2002 6.80% 22 43 i 107 170
36 1824 1860 13.41% 23 45 92 115 183
36 1682 1718 20.02% 25 50 99 124 198
36 1540 1576 26.63% 27 4 108 135 216
36 13598 1434 33.24% 30 60 115 1439 238
36 1256 1292 39.85% 33 66 132 165 264
36 1114 1150 46.46% 37 74 148 185 296
36 =Ly 1008 53.07% 43 85 T 211 338
36 [( 830 )| 366 50 | 99 |( 197 )| 246 393
36 i 724 66.29% 39 118 T 294 470
36 546 582 72.91% 74 147 293 366 585
36 404 440 79.52% 97 154 387 454 773
36 262 298 86.13% 143 286 571 714 1142
36 120 156 92.74% 273 245 1090 1363 2180
36 36 72 96.65% 391 1181 2362 2952 4724

Created by using Brocades Buffer Credit Calculator
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Presentation Notes
There is a significant difference between a “full” frame using 80 BCs and the average DASD write frame size of 862 bytes which would require more than twice as many BCs (197-200) over the same distance.


O
Buffer Credit Starvation Y
Why not just saturate each port with BCs?  suare

« |f a malfunction occurs in the fabric ..... or....
 |If a CHPID or device is having a problem...
[t is certainly possible that some or all of the 1/0O will time out

* If ANY I/O does time out then:
 All frames and buffers for that I/O (buffer credits) must be discarded
 All frames and buffers for subsequently issued I/Os (frames and buffer

credits) in that exchange must be discarded
= Remember queued I/O will often drive exchanges ahead of time

 The failing I/O must be re-driven
» Subsequent I/O must be re-driven

* The recovery effort for the timed out I/O gets more and more
complex — and more prone to also failing — when an over
abundance of buffer credits are used on ports

Complete your sessions evaluation online at SHARE.org/BostonEval
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Raising the BB Credits beyond what is required allows the channel/CU to send more frames into the fabric before getting a device response.  Hence, the switch becomes a frame storage device and during recovery, this can get messy.  

Remember as well that FICON "uses" I/O for detection and recovery.  Thus, when an error occurs (i.e. timeout), an abort is issued and the frames are resent.  What happens to the switch is that the abort gets processed after all of the frames on the queue have been processed, so the switch doesn't really gain from seeing the abort.  Then, the next set of frames come flying in and get queued again.  

So, we really haven't gained any ground.  The purpose for setting the BB credit to something optimal is to allow device level flow control to kick in sooner.


I
Buffer Credit Starvation Y
Detecting Problems with FICON BCs SHARE

Produce the FICON Director Activity Report by creating the RMF 74-7
records — but this is only available when utilizing switched-FICON!

* A FICON Management Server (FMS) license per switching device enables the switch’s Control Unit
Port (CUP) — always FE — to provide information back to RMF at its request

FICON Director
n"'""‘

FICON Path to “FE’
FICCN DIRECTOR ACTIVITY
PAGE 1
z/05 VIRE SYSIEM ID PRDL START 04/12/2009-04.30.00 INT l\rh C‘
RPT VERSION VIRZ RMF END 04/12/2009-04.45.00 CYCIE 1 S OL
IODF = A2 CR-DATE: 0 009 CR-TIME: 16.43.51 ACT: ACTIVATE

FlCON Pa SWITCH DEVIC 2: -C\ 2 TYPE: 006140 MODEL: 001 MAN: MCD PLANT: 01 SERIAL: 000001316566

Systemz FlCUNSWItCh E; ;EE-H EZ ? é;g ggz LEE: ngz

* Analyze the column labeled boG om0 e ;.Sg
AVG FRAME PACING for non-zero B @ o s s oi L
numbers. Each of these represents the S - S B
number of times a frame was waiting for @ ow
2.5 microseconds or longer but BC count % & & 0 o oE i i o
was at zero so the frame could notbe sent = = & o o gm0 o

Complete your sessions evaluation online at SHARE.org/BostonEval
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In order to determine the average frame size of the data traversing across any particular port of a FICON fabric – AND – in order to know that you have provisioned enough buffer credits on your FICON ports, you will need to get RMF to create a “FICON Director Activity Report”. This can only be done if Control Unit Port (CUP) is enabled and active on each of the FICON switching devices.

CUP also allows Systems Automation using the IOOPs module to monitor and control FICON switching devices from the MVS console. This is how you would receive FICON fabric FRU failure alerts for example.


= .
FICON Director Activity Report With Frame Delay rs

Using Buffer Credits is how

FC does Flow Control,

also called “Frame Pacing”
z/05 V1ERE

ICDE = Az

CR-DATE:

DBIE“I;DOS

FICCH

SYSTEM ID ABCD
RPFT VERSICH VI1RE
CR-TIME: 18.43.51

EMF END

DIRECTOR
START 04/12/2009-04.30.0

4CT: ACTIVATE

SHARE

LACTIVITY

INTEREVAL 000.15.00
04/12/2009-04.45.00 C¥Y

SWITCH DEVICE: 032B °B TYPE: 006140 MODEL: 001 MAN: MCD PLANT: 01 SERIAL: O0ONEIJKLMN
PORT  -CONNECTION- | AVG FRAME AVG FRAME SIZE PORT BANDWIDTH (MB/SEC) ERROR
ADDR  UNIT D PACING READ WRITE —— READ — —- WRITE —- COUNT
0% CHE-H 0% @ 849 143§ 8,63 17.34 0 In the last
07 CHP 65 1681 1385 50,87 10.32 0 .
03 CHP 15 0 833 1429 11.96 20.49 0 15 minutes
oc CHP-H 64 0 938 1039 0.33 0.50 0
oD CHE 63 0 1328 1823 3.56 12.73 0
0F CHE-H 66 0 1496 1675 1.85 2.61 0 )
10 CHP 64 0 644 1380 0.03 0.13 0 This port had a
13 CHP-H 139 0 307 885 0.58 0.45 0 frame to send
16 cu C200 0 1241 738 20.97 5.72 0 .
cu CA00 70.10 3.82 0 but did not
13 CHP 15 0 1144 1664 0.5 1.18 0 have any
1B CHP oD 0 510 1753 0.12 1.72 0 :
1E CHP-H 05 0 918 204 0.5 0.45 0 Buffer Credits
1F CHE 21 0 1243 1738 0.97 1.70 0 left to use
20 cu £200 0 1429 849 17.66 .85 0 to send them.
cu E200
cu E700
22 CHE 10 0 923 1753 0.55 2.78 0 And this
23 CHE 54 0 1805 &9 20.80 7.30 0
24 CHE &4 0 83 1345 0.00 0.00 0 happganed
2 - o : W 270 times
28 a5 @ — 50, 32 10.56 0 during the
2B 70 . 69 2022 0.00 0.71 0 .
interval.
- . - . . e®e
And this is  Indicators of Buffer Credi rvation 3
d cators o utte C ed L Sta atio Fabric with zHPF Enabled - SHARE

an ISL Link!

®soe® in Boston
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FICON Director Activity Report:

Physical port address in hex.

What that port is attached to: CHP=CHPID; CU=Storage Control Unit; SWITCH=Switch ISL; CHP-H=CHPID that can talk to the CUP report to pull RMF statistics

The port and/or CU ID or CHPID ID that is using this port

Average Frame Pacing Delay: Like to see it zero. Each number increment means that the transmitter on this port ran out of buffer credits for at least 2.5 microseconds (μsec). The larger the number in this column the more of a performance problem is being felt. Zero does not indicate that BCs did not go to zero just that it never went to zero for 2.5 μsec or longer.

Average Read Frame size

Average Transmitted Frame size

Read Bandwidth for this interval on this port

Write Bandwidth for this interval on this port

Error Count: Some type of error may be occurring but user will have to check their syslog to see what the actual error is. Like to see this as always zero.

In the header info is Interval: hh:mm:ss
RMF data is created on the mainframe as often as is specified in the interval. In this case every 15 minutes. This is a global setting so all RMF reports are created on this interval boundary. After the statistics are pulled the counters are reset to zero. So everytime a report is produced these are the delta numbers – this is what happened during the last interval and nothing else.

Cycle: What degree of granularity is desired in the reporting. In this case the cycle is 1 second reporting.


=
We have a BC Calculator that you can use!

B [4 4] [ r G H I | i L L] N o F []
W Vb
10 s
1 Tperal DD K

S

Brocade's Buffer Credit Calculation for Fibre Channel (FICON and/or SAN)

Link Speed
Barameter
Webacrty of Bt in by Lt v R 6 pL ] SD0E-00% 500506 SR0E 08
Wy suoinds por vt MK LTy ETEN 1698 JED
Framabngth is cutedn Hapasdusd o cell 1) (1 £ [T 20 i Lt 06 LRET
Framahougth i b | dapnadont s 0 13 1hd g [T} (¥ [T
6 G g M (i e
Buffier Credit Calculation I Lo partbewiac

Ta dviasmess bilomscins from milon, vpps miles wve ool DR
[ wily = LEOXIAA hilomaner) 50 |Hu 80 Edpd e rosadi 20 1wt gt

To Calculate the proper numbser of batler cordits that gou will seed 1o Ahe 5L link 100 wbilred - especially over long dotssars:

Tapa bn the foims “Paplosd” gies ia Byren fim eall O3 jroaavoey B4 Fraginnd byt il 2 oovorharsal beptey dogmadt o 1o (T some oF hm

EriY v pun o SR AEORe B s - ew e we |

Pl Xt T B I PO

¥ wsing BB EIL companssasn, Eppu in poar compieicion Ratis fis coll FETjaisany u 2t} l':-—umullmnﬂuinuﬁnﬂullmm Ewganrors voggu st Ebat compraveios will
n b 2 o 1, Unksorws whet ancoyption might da.)
]
g Uscempressed Compressed  Uscompeessed  Compeegsed  Uscemprissed  Compressed  Usessgeessed  Comgeessed  Ustempresssd  Coempressed  Uscomgressed  Camgeessnd
] Buscriptios 1Gbps  2Gbps  4Gbps B Gbps $Gbps  10Gbps  WGbps  fGGbps  16Gbps  XiGbps  12Gbps  0Gbps  MOGbps  1DbGbps 40D Gibps
& f'T“'#‘ﬁ'm:i::h;&'h L (1] 1] T [+ 1 o e w T (T i 1] 1] (1]
51 Bublercedis @ W03 BIV Diligation ow ealodation; __ s1i A 30 L I i 1) B33l ELEAE] gt 4443 301 [LE] N FE]
mmﬂumsimmmuuum*l'B]'IHILI‘Il'[EEli?g'ﬂIEﬁ‘ﬂ|2_1_5_l]|155¢|MI&1H[E_1;H|M|8§I_&]ME|!HHI
b
% Brocade Communications Systems, lnc. # Copyright 2002.2003, all sights reserved,
n
2
]
a0 1.) Conder3 ASICs can provide compression and/or encryption to any SFP that it hosts on a port - (8Gb, 10Gb or 166Gk aptics] or a user's 151 links
o 1.) Compression and/or encryption can be enabled or disabled as the user sees fif
2 1) Compression andfor encryption is done on a frame-by-frame basis so when these are enabled there will be a need for additional buffer credits
L&)
L]

Ask your local Brocade SE to provide this to you free of charge!
 ©2012-2013 Brocade - For Boston Summer SHARE 2013 Attendess oy
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Brocade has a buffer credit calculator spreadsheet that we can provide to you for free.


This Section

« Slow Draining Devices

e Data Encoding

* Forward Error Correction (FEC)
 Virtual Channels

« Compression and Encryption on ISLs



Presenter
Presentation Notes
Slow Drain Device is the term used to describe the occasion when we have several ports trying to communicate with each other, and when the total throughput is higher than what that receiving port can handle. This can happen on storage ports, switch ports and ISLs. When designing a storage network it is important to consider the possible traffic patterns to determine the possibility of oversubscription, which may result in degraded performance.
 
Oversubscription of an ISL may be overcome by adding one or more parallel ISLs. Oversubscription to a storage device may be overcome by adding another adapter to the storage array and connecting into the fabric.
 
When oversubscription occurs, it leads to a condition called congestion. When a node is unable to utilize as much bandwidth as it would like to, due to contention with another node, then there is a congestion. A port, link, or fabric can be congested. And congestion almost immediately leads to backpressure.


I
Slow Draining Devices

Techaslogy - Cerseclisns - Reslts

« Slow draining devices are receiving ports that have more data
flowing to them than they can consume.

» This causes external frame flow mechanisms to back up their frame
gueues and potentially deplete their buffer credits.

« A slow draining device can exist at any link utilization level

 |It's very important to note that it can spread into the fabric and can
slow down unrelated flows in the fabric.

 What causes slow draining devices?

 The most common cause is within the storage device or the server
itself. That happens often because a target port has a slower link
rate then the I/O source ports(s) or the Fan-In from the rest of the
environment overwhelms the target port. su ik

Complete your sessions evaluation online at SHARE.org/BostonEval ®ess* inBoston




=
Slow Draining Devices — DASD
(Revisited from Session 13010)

(Adding 8G DASD with only 4G CHPIDs)  Buffer credits can get used up
trying to hold the DASD data while

they are waiting on the CHPID to
8GB provide back the acknowledgements.
Systemz FICON Directpr DASD

IR 15517 Gb link rato e e

el T |
[EERERIREIL]

el T |
[EERERIRELT]

4G Drain 8G Source
e This is potentially a very poor performing, infrastructure!

e DASD is about 90% read, 10% write. So, in this case the "drain" of the pipe is the
4Gb CHPID and the "source" of the pipe is the 8Gb storage port.

e The Source can out perform the Drain!

e This can cause congestion and back pressure towards the CHPID. The switch
port leading to the CHPID becomes a slow draining device. SHARE

Complete your sessions evaluation online at SHARE.org/BostonEval "« inBoston
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This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.

When executing I/O there is an I/O source and an I/O target. For example:

For a DASD read operation the DASD array would be the I/O source and the CHPID (and application) would be the target.

You should always try to ensure that the target of an I/O has an equal or greater data rate than the source of the I/O.

Example of doing Bad I/O: Using a 4G CHPID ultimately connected to an 8G DASD array – the DASD I/O source (8G) is faster than the I/O target (4G).  Performance can be negatively impacted. 

The source can deliver I/O faster than the target receiver can accept that data. Backpressure (using the buffer credits on the switching ports and the target device) can build to the point that all BCs are consumed and all I/Os from that CHPID (potentially servicing many LPARs and applications) must wait on R_RDYs from the slow 4G CHPID.


The Affects Of Link Rates (watch out for ISLs!) F ¥

Drain Source Buffer Cfedit
Once an ISL begins ingress port queuing then quite a bit Q ueuing will
more backpressure can build up in the fabric because of q 9
multi-exchange congestion building up on the ISL link(s) create back;]
pressure on the
|
The Bottleneck Starts Here! Q Q Q Q channel paths.

EStart 8G I/O DASD

Exchange

This example
assumes that
all of the IO
o trafficis going
o tothe one CHPID
S orreplication of
» datais going across
the ISL

Data is being sent
faster than it can
be received so

after the first few '
frames are received
gueuing begins.

sdgo g

e The is a simple representation of a single CHPID connection

e Of course that won’t be true in a real configuration and the results
could be much worse and more dire for configuration performance
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The issue is usually much worse than a single slide can ever prepare you for.

The above attempts to demonstrate how a single congested link (or slow draining device) can negatively impact a fabric’s performance.


Slow Draining Devices — Real Tape Y
Svetemz 8GB Tape oz
H FICON Director , 300375 MBps BUT..

620 MBps
3 OBl b inkrate i S 7 b link rate 7GDHS IT8G Tape runs
M SX at 375MBps (2X)
i NS Sl it will take 750MBps
— — : to feed it and the best
Source (~375MBps max bandwidth) Drain 8G CHPID <=620MBps

e [or 4G tape this is OK — Tape is about 90% write and 10% read on average

e The maximum bandwidth a tape can accept and compress (@ 2:1 compression)
IS about 360MBps for Oracle (T1000C) and about 375MBps for IBM (TS1140)

e AFICON Express8S CHPID in Command Mode FICON can do about 620MBps
e A 4G Tape channel can carry about 380MBps (400 * .95 = 380MBps)

e S0 asingle CHPID attached to a 4G tape interface:
e Canrunasingle IBM tape drive (620 / 375 = 1.65)
e Canrun asingle Oracle (STK) tape drive (620 /360 =1.72)
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Tape and DASD do not act the same even though they are both storage devices.

You must think about them differently and deploy them differently to meet performance and reliability objections within your enterprise.

This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.

When executing I/O there is an I/O source and an I/O target. For example:

For a tape write operation the CHPID (application) would be the I/O source and the tape drive would be the target.

You should always try to ensure that the target of an I/O has an equal or greater data rate than the source of the I/O.

Example of doing Good I/O: Using an 8G CHPID ultimately connected to a 4G tape device – the tape drive I/O source (4G) is slower than the I/O target (8G).  Performance is not affected. The source cannot overrun the target.


Data Encoding — Patented by IBM s ]
8b/10b compared to 64b/66b

8b/10b (since 1950s but patented in 1983)

e 8bit BYTE 8bitBYTE 8bitBYTE 8bitBYTE »

o c111c11111 c111c11111 c111c11111 c11lcliila S-of-F
Payload Area of Frame — up to 2112 bytes of data

8b/10b: Each 8 bit Byte becomes a 10 bit Byte — 20% overhead

64b/66b (available since 2003) Sync Header — copy/save hi-order bit

=i SBYTEs 8BYTEs 8BYTEs ¥ 8BYTEs i »
°°° 00000000  ccOOOO0000 ccOO000000  CCOOOOOO00

Payload Area of Frame — up to 2112 bytes of data

64b/66b: Two check bits are added after every 8 Bytes — 3% overhead

« At the end of every 32, eight byte groups, we have collected 32 hi-order ck bits
*This is a 32 bit check sum to enable Forward Error Correction to clean up links

* 1/2/4 and 8Gbps will always use 8b/10b data encoding
10Gbps and 16Gbps will always use 64b/66b data encoding

Complete your sessions evaluation online at SHARE.org/BostonEval

-:.SI-.IARE

®e,0°® in Boston



Presenter
Presentation Notes
During 2011 IBM’s FICON I/O testing engineer, Cathy Cronin, published a FICON performance paper about zHPF. In that paper, on pages 21-25, she discussed zHPF performance over long distances. There is an interesting paragraph about 10Gbps ISLs (see below). The logic should also apply to 16Gbps links and ISLs since 16Gbps makes use of 64b/66b encoding.

After reading below, it would follow that a 16Gbps link (1600 MB/sec), which uses 64b/66b would also be 25% more efficient and therefore would provide a maximum of approximately 2000 MB/sec in each direction.
 
I do not know if the standards committee who authored FC-SB4 took into account the reduced overhead when using 64b/66b and allowed that to account for a 1600 MB/sec maximum rate or if the reduced overhead actually does produce as much as 2000 MB/sec in data rate.

Here is what Cathy Cronin wrote:
“Figure 17 below displays the maximum MB/sec achieved on a 10Gbps ISL between two FICON directors separated by 100 km with both 500 and 700 Buffer-to-Buffer (B2B) credits available on each of the ISL ports.
 
Previously, the general recommendation was to use 0.5 buffers for each 1 km of distance and each 1Gbps of link speed. This implies 50, 100, 200, 400 and 500 B2B credits for 1, 2, 4, 8 and 10Gbps link speeds respectively.

However, in contrast to the 1, 2, 4 and 8Gbps FICON link speeds which use 8b/10b encoding schemes, the 10Gbps ISL link uses a 64b/66b encoding scheme. This means that in contrast to the 1, 2, 4 and 8Gbps FICON channel link speeds which are capable of a maximum of approximately 100, 200, 400 and 800 MB/sec, a 10Gbps ISL link is capable of a maximum of approximately 1250 MB/sec in each direction [25% more data in each frame because of reduced check bit overhead]. 
 
Therefore, approximately 25% more buffers or 625 B2B credits are needed to push a 10Gbps ISL link to its limit.


Forward Error Correction
Repairing Link Bit Errors using the Sync bits from 64b/66b encoding

 Dirty or worn cable links can cause bit errors in frames
and even frame errors which, in the worst case, will
drive I/O retry

* The 16 Gbps standard provides for a mechanism to

correct ISL link bit errors — this new Brocade Gen 5 | | \ \
capability is called Forward Error Correction (FEC) . ‘ t

. g |\

- Both sides of the ISL link must support 10 or 16 Gbps ~ El|§ii | w'l\ (i3

optics — not for DWDM or FCIP al 1 8 L m'nﬂm

- The high-order bits are collected from the 64b/66b data | & & AN e 'wn If
encoding to help correct transmission bit errors T hr frcl]

e Used on our E_Ports (ISLs) that are Condor3-to-
Condor3 ASIC connections

» Does slightly increase frame latency by about 400
nanoseconds per frame

 Significantly enhances reliability of frame transmissions
and reduces I/O retries SHARE

Complete your sessions evaluation online at SHARE.org/BostonEval * in Boston



Presenter
Presentation Notes
As a frame is being encoded with 64b/66b, the sync headers high order check bit for every 8 byte group of data is collected. Then this information is used as a check sum to enable Forward Error Correction. It is the Condor3 transmitter helping the Condor3 receiver obtain good data even in bad cabling and pathing situations.

The Brocade Condor3 implementation of FEC enables the ASIC to recover bit errors in both 16 Gbps and 10 Gbps data streams. The Condor3 FEC implementation can enable corrections of up to 11 error bits in every 2,112-bits of data transmission. This effectively enhances the reliability of data transmissions and is enabled by default on Condor3 E_ports. 

Saying this in another way, for each roughly 264 bytes of data in the payload, up to 11 bit errors can be corrected.

Enabling FEC does increase the latency of FC frame transmission by approximately 400 nanoseconds, which means that the time it takes for a frame to move from a source port to a destination port on a single Condor3 ASIC with FEC enabled is approximately .7 to 1.2 microseconds. SAN administrators also have the option of disabling FEC on E-Ports.


ISL Link Virtual Channels (VC) Y
Reduced Head-of-Line Blocking on ISL Links S nane

* Reduced Head-of-Line Blocking
(HoLB) on ISLs maximizes total
switching fabric performance

- Storage

B-CHPID  pip determines
the VC to utilize

* Brocade has been delivering a
unique capability to minimize
HoLB on ISL links as well as
between fabric ports on a switch
since 2002

* Virtual Channels can be thought
of as several pools of buffer
credits dedicated to an ISL port
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« Each of these buffer credit pools
(virtual channels) services
unique F_Ports on each
connectivity blade
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VC_RDY acknowledgements
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Virtual channels (VC) provide a unique feature of Brocade switching devices that first became available when 2 Gbps was introduced on our switching devices over a decade ago.
To ensure reliable, ISL communications, VC technology logically partitions bandwidth within an ISL into many different virtual channels and then prioritizes I/O traffic to optimize performance and prevent head of line blocking.
Of course an ISL is still just one fibre link so only a single lane of I/O traffic is passing across it, in each direction, physically at a time:
A virtual channel is really just a segment of buffer credits that are dedicated to a specific VC number.
On switches that use the Condor (4Gbps) ASIC there are 16 VCs numbered 0-15.
On switches that use the Condor2 (8Gbps) ASIC there are 16 VCs numbered 0-15.
On switches that use the Condor3 (16Gbps) ASIC there are 40 VCs numbered 0-39.
Even though there are many more VCs on Condor3 ASICs, Brocade is not currently taking advantage of these for QoS or any other purpose.
Each VC is assigned a specific role in handling I/O traffic across an ISL link:
VC0 is for all Class F traffic; priority level is 0 (highest) – frames sent only between switching devices
   -  All class F traffic for the entire fabric automatically receives its own queue and the highest priority, this ensures that the important control frames (Name
      Server updates, Zoning distribution, RSCNs etc.) are never waiting behind “normal” pay-load traffic (also referred to as Class 2 or 3 traffic).
VC1 is for F_BSY, F_RJT, and Class 2 link control traffic; priority level is 0.
VC2 through VC5 are for all Class 2 and Class 3 traffic; priority level is 2 or 3.
VC6 is for multicast traffic; priority level is 2 or 3.
VC7 is for multicast and broadcast traffic; priority level is 2 or 3.
   -  Since Brocade supports IP over FC (IP-FC), multicast and broadcast traffic are assigned on VCs (6 and 7) to avoid any congestion on the data VCs from 
      broadcast storms or other unwanted IP behavior.


ISL Link Virtual Channels (VC)
Reduced Head-of-Line Blocking on ISL Links

* Works with any of Brocade’s
Gen2, Gen3, Gen4 and Genb
switching devices. .

||||| i

M5 allocates ingress ports to specific ISL ports

 In this graphic it is easier to see
how physical ports (PIDs) are
mapped onto Virtual Channels PID determines
(VC) when data will be sent - theVCtoutilize
across an ISL link Port Plugging

_ _ VT VCO | VC1|VC2 [VC3 | VC4 | VC5 | Ve| VeT
* Avoid using the same VC for Storage
both the source and destination EachVC isa pool ctmanySL ke
traffic _ of buffer credits
o Separate CHPIDs from their
Storage Ports using different DLS akcatesingress potstospeciiciSL ports

VCs where possible
e This helps minimize HoLB

| j— 1 o Bt Lo L I.l saenel
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Improve Your ISL Security and Efficiency W

Neither, Either or Both Can Be Specified for ISL Links

e Secure Transfers

» Encrypts data on Brocade Gen 5 ISLs

« Switch-to-switch in-flight encryption on
the ISL link — not at-rest encryption

» Useful over FC long-distance links

» Uses AES-GCM algorithm for both
authentication and encryption

o Uses 256-bit encryption key

N

-l
E
s Results
H
i
i
%

1$Crit[E20 DAt @"

1t Date"

 Maximum Network Efficiency

» Disk or tape traffic gets compressed on
ISL and gets uncompressed at the
receiving switch

 In-flight compression of data only

e Provides up to 2:1 compression and
uses Brocade LZO algorithm

* Provides up to 128 Gbps of compressed
bandwidth per blade

-:.SHARE

®soe® in Boston

* No licenses required
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Our Industries ONLY FICON Certification

Brocade
Certified Architect
for FICON

Complete your sessions evaluation online at SHARE.org/BostonEval
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Brocade’s Certification Program helps IT professionals distinguish themselves by demonstrating expertise in implementing industry-leading technology used in real-world networking environments. 




.
Industry Recognized Professional Certification

We Can Schedule A Class In Your City — Just Ask!

Brocade
Brocade FICON Certification Certified Architect
for FICON

» Certification for Brocade Mainframe-centric Customers

r1,_

* Available since September 2008
« Updated for 8Gbps in June 2010
e Updated for 16Gbps in November 2012

» This certification tests the attendee’s ability to understand IBM
System z I/O concepts, and demonstrate knowledge of Brocade
FICON Director and switching infrastructure components

 Brocade would be glad to provide a free 2-day BCAF
certification class for Your Company or in Your City!

. Ask me how to make that happen for you! “SHARE
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Brocade Certified Architect for FICON (BCAF) s ]

SHARE
Techaslogy - Cerseclisns - Reslts

This FICON Certification is Unique in the Industry

BCAF is a Preparatory Certification Seminar — 2 days

* These classes teach the certification material

 Certification is awarded only after successful completion of the examination
* We have been holding classes since mid-2008

« This is good for mainframers who desire to become professionally certified as
FICON subject matter experts

» This uses advanced materials and is not well suited for professionals with less
than 1 year of experience

Total number of attendees at these seminars since 2008: 455 (as of May 2013)
Total number of Brocade FICON Certifications awarded: 222+

We also have a Brocade Accredited FICON Specialist credential
(based on WBT training and an exam): 122 awarded

Complete your sessions evaluation online at SHARE.org/BostonEval
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This is a popular class and Brocade is training and certifying not only customers but our partners like IBM, HDS and EMC as well.
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Visit Brocade’s Mainframe Blog Page at:
http://community.brocade.com/community/brocadeblogs/mainframe

Almost 250,000 hits

Also Visit Brocade’s New Mainframe Communities Page at:
http://community.brocade.com/community/forums/products and solutions/mainframe solutions

You can also find us on Facebook at;

https://www.facebook.com/groups/330901833600458/

* www.linkedin.com Groups
P : SHARE
Complete your sessions evaluation online at SHARE.org/BostonEval ®e o e* in Boston
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Here are a couple of great resources for you to utilize as you work with your FICON fabrics.

http://community.brocade.com/community/brocadeblogs/mainframe
http://community.brocade.com/community/forums/products_and_solutions/mainframe_solutions
https://www.facebook.com/groups/330901833600458/
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Please Fill Out Your Evaluation Forms!! -

Techaslogy - Cerseclisns - Reslts

Thank You For Attending Today!

This was session:

14268 (Your My Reaction! N

Eval
And Please Indicate on l Py "
those forms if there are o: “Aw shucks. Thanks'
other presentations you 4: “Mighty kind of you!”
would like to se;\e in this 3: «Glad you enjoyed this!”
rrack at SHARE 2: “A Few Golden Nuggets!”

\1: “You Got a nice nap!” /

Thursday August 15, 2013 - 9:30am to 10:30am -- Session 14268
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Thank you for attending this session today!
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