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•How and where a customer will choose to store this data depends on many things:  type of data type, quantity, cost, availability, etc.   

•With “data” being key to the System z strategy and DFSMS playing a critical role in the storage and management of that data, the DFSMS strategy 
addresses the explosive growth and management of customer data.  

•In addition to the continuous work in response to customer requirements around growth in the areas of availability, scalability and performance, we see 
additional growth opportunities)such as data protection through continued zCDP initiatives as well as new opportunities in the area of data archiving.   

•The DFSMS strategy also addresses the management of that data through storage simplification and synergy initiatives involving SWG (DB2, IMS, CICS, 
and Content Management) as well as Tivoli and STG.

Data Facility Product (DFP)

•Provides storage, data, program, and device management functions and DFSMS Copy Services capabilities 

Hierarchical Storage Manager (HSM)

•An optional feature providing backup, recovery, migration, and space management functions 

Data Set Services (DSS)

•An optional feature providing data movement, copy, backup, and space management functions 

DFSMS Optimizer

•Optional feature of DFSMS that provides performance and management class analysis capabilities and real-time monitoring and automation of HSM.   To 
be replaced by Tivoli Storage Optimizer (ITSO).

Removable Media Manager

•An optional feature providing management functions for removable media such as tape cartridges and 3420 reels 

Network File System (NFS)

•Provides a way to optimize performance and efficiency in a distributed network while still capitalizing on the capacity, security, and integrity of z/OS. 

DFSORT

•Separate complementary product that provides high performance, sorting, merging, copying, reporting, and analysis of data. 

Transactional VSAM Services

•Optional priced feature that enables batch jobs and CICS online transactions to update shared VSAM data sets concurrently. 

System Data Mover

•DFSMSdfp though its System Data Mover Component provides DFSMS Copy Services which include Extended Remote Copy (XRC) and Concurrent 
Copy 

Device Support Facilities (ICKDSF)

Error Recovery Executive Program (EREP)













The Space Management Environment is evolving

• Typical configurations have changed to leave data on Level 0 longer and then 

migrate directly to ML2

• When ML2 is a VTS, the VTS disk cache replaces the ML1 tier

• Eliminates MIPS required for software compression to ML1

• Eliminates DFSMShsm ML1->ML2 processing

•Invocation:

•When a volume is selected for space management processing due to 

being over threshold, in addition to existing expiration and migration 

checking, space management functions will determine if a data set is 

eligible to be transitioned, based on management class criteria





Enabled via new SETSYS command:

• MIGRATIONSUBTASKS (YES | NO  ADDITIONALSUBTASKS(nn))





FlashCopy Consistency Group Support:

“This would allow us to create a backup of the log copy pool with consistency. 

Today our customers must do a conditional restart of DB2 with a log truncation 

point that corresponds to the 'data complete LRSN' of the system-level backup. 

The conditional restart is needed to compensate for the fuzziness of the backup of 

the log copy pool. If the backup of the log copy pool is taken with consistency, the 

customers will no longer need to do a conditional restart of DB2.”









New Recycle Command:

Automatically Recycle retry can be managed by the new command:

• SETSYS RECYCLETAKEAWAYRETRY(YES 
MAXRETRYATTEMPTS(nn) DELAY(mmmm) | NO); SETSYS 
RECYCLETAKEAWAYRETRY will default to NO.



New option for the Duplex Tape function:

• ERRORALTERNATE(RECYCLE|TAPECOPY) option is being added to the 

SETSYS DUPLEX command

















































PTFs for the zHPF for EXCP:

• Initial support provided by DFSMS shipped with APAR OA34662 which 

was marked PE.  The fixing APAR, OA40697, shipped 11/1/2012.









Background:

One of the few disadvantages of PDSEs is that a deleted or replaced member 

cannot be recovered.

• IBM IPT and vendors supply tools that can recover deleted or replaced PDS members 

until the data set is compressed (space recovered)

• Some tools go further and save replaced members in another data set that is 

associated with the PDS

• This can present recovery problems in keeping the data sets together

Why would you want to revert to an older version?

• You made an editing mistake

• A program had a bug or erroneous input

• You want to keep old versions for archival purposes and not backup

Why this is not being provided for PDSs:

• The PDS format does not lend itself well to hiding old generations.

• It would be incompatible and continue the recoverability problems of PDSs

• That is the reason for PDSEs

Copying the PDSE

• IEBCOPY and IDCAMS REPRO will ignore old generations

• DFSMSdss will copy everything











Example of resizing:  ICKDSF REFORMAT REFVTOC

• CVAF does not inform SMS as the resizing is done from different SMS-plex

• ISMF LISTSYS displays old space statistics that are returned by SMS

• Volume definition will not be updated with new space statistics until space 

usage changes 
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•Some customers are unhappy with this behavior.  They believe that the 

result of a full volume RESTORE should be a volume that is exactly the 

same (an image copy) as the volume that was dumped.





DS8K Recent Enhancements:

SDM Non-Disruptive State Save

• Implement new diagnostic control in DS8K that takes an Non-disruptive State Save (a statesave w/o warmstart). 
Enable NDSS in XRC where statesaves are done now and add API support via ANTRQST. Also provides enhanced 
existing operator command that allows the operator to initiate a statesave.

Soft Fence

• Hyperswap Synergy support that will prevent read and write access to the former primary PPRC volumes, after a disk 
switch, by systems outside the sysplex or systems being IPLed manually (outside of GDPS).

GM Pause on CG Boundary

• Allows PiT copies w/o stopping GM session & converting pairs.  Capability to switch primary production back and forth 
between any of the sites w/o performing full copies of data.

Query host volume access 

• Basic requirement is for a way that a process running on one system (LPAR) can identify all the other systems a disk 
device may be attached to and know if the volume is online on the other systems (ie determine where a device has 
active pathgroups, especially outside of the sysplex). EMC has a unique CCW command that provides us a 
CPU/LPAR list of only those on which the paths to the device are grouped. 

• Another related issue is that customers have occasionally lost important data by inadvertently initializing the wrong 
volume using ICKDSF.  In the worst cases, customers have experienced system outages caused by the unintentional 
initialization of a system volume. 







MCATTR(NONE|ALL|VRSELXDI)

This operand enables the use of DFSMS Management Class (MC) attributes for 

DFSMSrmm that are relevant for tape management, and specifies the range of 

MC attribute usage by DFSMSrmm. The attributes relevant for tape management 

are the MC Expiration attributes  ‘Expire after Date/Days’ and ‘Expire after Days 

Non-Usage’, without the Retention Limit.

• NONE - No Management Class attributes are used at all.

• ALL - The use of Management Class attributes relevant for tape management 

is enabled. The MC attributes are exploited as they are appropriate. 

• VRSELXDI - The use of Management Class Attributes is partially enabled. MC 

Expiration attributes 'Expire after Date/Days' and 'Epire after Days Non-Usage' 

are not applied to data sets on volumes managed by the VRSEL retention 

method. All other MC attributes relevant for tape management are exploited as 

they are appropriate. 



Specification of LASTREF:

• If your system wide default retention method is EXPDT you can specify the 

default  RETENTIONMETHOD(EXPDT(LASTREF(extra_days))) in parmlib. 

• If only a subset of your volumes are managed by retention method EXPDT you 

can use the add or change data set command to specify the LASTREF extra 

days. 

• You can also use the management class 'Expire after Days Non-Usage' 

attribute to set the LASTREF extra days data set attribute. 



Specification of RETAINBY:

RETAINBY(VOLUME)

• The expiration date of the volume is considered for each volume  

• separately, and each file on a volume can increment the volume expiration 

date.

RETAINBY(SET)

• The highest expiration date of all volumes in the set is propagated to all 

volumes in the set. Any file can increment the volume expiration date.

RETAINBY(FIRSTFILE)

• The expiration date of the first file is used to determine the expiration date of 

the volume or multi volume set. All volumes in a set will have the exact same 

expiration date.



Specification of RETAINBY:

OPTION EXPDT_RETAINBY VOLUME | FIRSTFILE | SET

VOLUME

• The volume expiration date is set to the maximum date of the volume 

expiration date and the data set expiration dates on it. If OPTION 

EXPDT_RETAINBY is omitted VOLUME is the default.

FIRSTFILE

• The expiration date of the first file is used to set the expiration date of the 

volume or multi volume set.  All volumes in a set will have the exact same 

expiration date.

SET 

• The expiration date is the highest expiration date of all volumes and all data 

sets in the set. All volumes in the set will have the exact same expiration date.








































