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Agenda – Part 1

 RDMA and RoCE technology overview
– zEC12 and zBC12 - 10GbE RoCE Express

 Shared Memory Communications over RDMA (SMC-R) Overview
– Introduction “sockets over RDMA”
– Key Quality of Service attributes
– Middleware enablement (programming model)
– Supported configurations and environment

 Why is this technology important and who benefits?

 Part 2 will focus on the enablement, configuration and operational considerations for SMC-R:

Disclaimer: All statements regarding IBM future direction or intent, including current product plans, are subject to
change or withdrawal without notice and represent goals and objectives only. All information is provided for
informational purposes only, on an “as is” basis, without warranty of any kind.

13628: z/OS V2R1 CS: Shared Memory Communications - RDMA (SMC-R), Part 2
Tuesday, August 13, 2013: 11:00 AM-12:00 PM
Room 206 (Hynes Convention Center)
Speakers: Gus Kassimis (IBM Corporation) and Dave Herr (IBM Corporation)
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RDMA (Remote Direct Memory Access) Technology Overview

Key attributes of RDMA

– Enables a host to read or write directly from/to a remote host’s memory without
involving the remote host’s CPU

– By registering specific memory for RDMA partner use

– Interrupts still required for notification (i.e. CPU cycles are not completely
eliminated)

– Reduced networking stack overhead by using streamlined, low level, RMDA
interfaces

– Key requirements:
• A reliable “lossless” network fabric (LAN for layer 2 data center network distance)

• An RDMA capable NIC (RNIC) and RDMA capable switched fabric (switches)

Host A

Memory CPU

Host B

Memory CPU

RDMA enabled network
fabric

RDMA enabled network
fabric

RNIC RNICRkey A Rkey B

A B
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RoCE - RDMA over Converged (Enhanced) Ethernet

 RDMA based technology has been available in the industry for many years – primarily
based on Infiniband (IB)
– IB requires a completely unique network eco system (unique hardware such as host

adapters, switches, host application software, system management software/firmware,
security controls, etc.)

– IB is popular in the HPC (High Performance Computing) space

 RDMA technology is now available on Ethernet – RDMA over Converged Ethernet (RoCE)
– RoCE uses existing Ethernet fabric but requires advanced Ethernet hardware (RDMA

capable NICs and RoCE capable Ethernet switches)
– RoCE is a game changer!

• RDMA technology becomes more affordable and prevalent in data center
networks

 Host software exploitation options fall into two general categories:
– Native / direct application exploitation

• Several variations, all involve deep level of expertise in RDMA and a new
programming model

– Transparent application exploitation (e.g. sockets based)
• Improve Time To Value by automatically exploiting RDMA/RoCE for sockets

based TCP applications
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SMC-R enabled platform

OS image OS image

Virtual server instance

server client

RNIC

“Shared Memory Communications over RDMA” concepts

RDMA technology provides the capability to allow hosts to logically share
memory. The SMC-R protocol defines a means to exploit the shared memory
for communications - transparent to the applications!

Shared Memory Communications

via RDMA

SMCSMC

RDMA enabled (RoCE)

RNIC

Clustered Systems

This solution is referred to as SMC-R (Shared Memory Communications over RDMA). SMC-R is an open sockets
over RDMA protocol that provides transparent exploitation of RDMA (for TCP based applications) while preserving
key functions and qualities of service from the TCP/IP ecosystem that enterprise level servers/network depend on!

Draft IETF (Internet Enginnering Task Force) RFC for SMC-R:

http://tools.ietf.org/html/draft-fox-tcpm-shared-memory-rdma-02

SMC-R enabled platform

Virtual server instance

shared memory shared memory

Sockets Sockets
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Data
Compression
Acceleration

High Speed
Communication
Fabric

Flash
Technology
Exploitation

Proactive
Systems Health
Analytics

Hybrid
Computing
Enhancements

Reduce CP
consumption,
free up storage
& speed cross
platform data
exchange

Optimize server to
server networking
with reduced
latency and lower
CPU overhead

Improve availability
and performance
during critical
workload transitions,
now with dynamic
reconfiguration;
Coupling Facility
exploitation (SOD)

Increase availability
by detecting unusual
application or system
behaviors for faster
problem resolution
before they disrupt
business

x86 blade resource
optimization; New
alert & notification for
blade virtual servers;
Latest x86 OS
support; Expanding
futures roadmap

zEDC
Express

10GbE
RoCE Express

IBM
Flash Express

IBM
zAware

zBX Mod 003;
zManager Automate;
Ensemble Availability
Manager; DataPower
Virtual appliance SoD

New innovations available on zBC12 and zEC12

13706: Introducing the new IBM zEnterprise BC12 (zBC12) and EC12 Updated Hardware: I/O Subsystem, I/O
Features, and Parallel Sysplex Coupling Function
Wednesday, August 14, 2013: 9:30 AM-10:30 AM Room 312 (Hynes Convention Center) Speaker: Harv Emery
(IBM Corporation)
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Optimize server to server networking – transparently
“HiperSockets™-like” capability across systems

z/OS V2.1
SMC-R

10GbE RoCE
Express

z/VM 6.3 support
for guests*

zBC12zEC12

* All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

** Based on internal IBM benchmarks in a controlled environment of modeled z/OS TCP sockets-based workloads with request/response traffic patterns using SMC-R (10GbE RoCE Express feature) vs TCP/IP (10GbE OSA Express feature). The actual
response times and CPU savings any user will experience will vary.

*** Based on internal IBM benchmarks in a controlled environment of modeled z/OS TCP sockets-based workloads with streaming traffic patterns using SMC-R (10GbE RoCE Express feature) vs TCP/IP (10GbE OSA Express feature). The actual
response times and CPU savings any user will experience will vary.

Shared Memory Communications (SMC-R):

Exploit RDMA over Converged Ethernet (RoCE) to deliver superior
communications performance for TCP based applications

Typical Client Use Cases:

Help to reduce both latency and CPU resource consumption over
traditional TCP/IP for communications across z/OS systems

Any z/OS TCP sockets based workload can seamlessly use
SMC-R without requiring any application changes

Networking related CPU
consumption for z/OS

TCP/IP based workloads
with streaming data

patterns reduced by up to

60% with a network
throughput increase of up

to 60%***

Network latency for z/OS
TCP/IP based OLTP

workloads reduced by up

to 80%**
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Use cases for SMC-R and 10GbE RoCE Express for z/OS to
z/OS communications

Use Cases

 Application servers such as the z/OS WebSphere Application Server communicating (via TCP
based communications) with CICS, IMS or DB2 – particularly when the application is network
intensive and transaction oriented

 Transactional workloads that exchange larger messages (e.g. web services such as WAS to DB2
or CICS) will see benefit.

 Streaming (or bulk) application workloads (e.g. FTP) communicating z/OS to z/OS TCP will see
improvements in both CPU and throughput

 Applications that use z/OS to z/OS TCP based communications using Sysplex Distributor

Plus … Transparent to application software – no changes required!
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Up to 50% CPU savings for FTP
binary file transfers across z/OS
systems when using SMC-R vs

standard TCP/IP **

40% reduction in overall
transaction response time for

WebSphere Application Server v8.5
Liberty profile TradeLite workload
accessing z/OS DB2 in another

system measured in internal
benchmarks *

SMC-Rz/OS SYSA z/OS SYSB

RoCE

WAS
Liberty

TradeLite
DB2

JDBC/DRDA

Linux on x

Workload Client
Simulator

(JIBE)

HTTP/REST

TCP/IP

WebSphere to DB2 communications using SMC-R

SMC-Rz/OS
SYSA

z/OS
SYSB

RoCE

FTP Client FTP Server
FTP

File Transfers (FTP) using SMC-R

Performance impact of SMC-R on real z/OS workloads

* Based on projections and measurements completed in a controlled environment. Results may vary by customer based on individual workload, configuration and software levels.
** Based on internal IBM benchmarks in a controlled environment using z/OS V2R1 Communications Server FTP client and FTP server, transferring a 1.2GB binary file using SMC-R
(10GbE RoCE Express feature) vs standard TCP/IP (10GbE OSA Express4 feature). The actual CPU savings any user will experience may vary.
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Up to 48% reduction in response time and
up to 10% CPU savings for CICS

transactions using DPL (Distributed Program
Link) to invoke programs in remote CICS

regions in another z/OS system via CICS IP
interconnectivity (IPIC) when using SMC-R

vs standard TCP/IP *

SMC-Rz/OS
SYSA

z/OS
SYSB

RoCE

CICS A
DPL calls

CICS B
Program X

IPIC

CICS to CICS IP Intercommunications (IPIC) using SMC-R

Performance impact of SMC-R on real z/OS workloads (cont)

WebSphere MQ for z/OS realizes up to
200% increase in messages per second
it can deliver across z/OS systems when

using SMC-R vs standard TCP/IP **

SMC-Rz/OS
SYSA

z/OS
SYSB

RoCE

WebSphere
MQ

WebSphere
MQ

MQ messages

WebSphere MQ for z/OS using SMC-R

* Based on internal IBM benchmarks using a modeled CICS workload driving a CICS transaction that performs 5 DPL (Distributed Program Link) calls to a CICS region on a remote z/OS system
via CICS IP interconnectivity (IPIC), using 32K input/output containers. Response times and CPU savings measured on z/OS system initiating the DPL calls. The actual response times and CPU
savings any user will experience will vary.
** Based on internal IBM benchmarks using a modeled WebSphere MQ for z/OS workload driving non-persistent messages across z/OS systems in a request/response pattern. The benchmarks
included various data sizes and number of channel pairs The actual throughput and CPU savings users will experience may vary based on the user workload and configuration.
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For additional SMC-R performance information

13633: z/OS V2R1 Communications Server Performance Update
Thursday, August 15, 2013: 9:30 AM-10:30 AM
Room 206 (Hynes Convention Center)
Speaker: Dave Herr (IBM Corporation)



© 2013 IBM Corporation13

OSA ROCE

TCP

IP

Interface

Sockets

Middleware/Application

z/OS System B

SMC-R

OSAROCE

TCP

IP

Interface

Sockets

Middleware/Application

z/OS System A

SMC-R

Dynamic Transition from TCP to SMC-R

TCP connection establishment over IP

IP Network (Ethernet)

RDMA Network RoCE

TCP connection transitions to SMC-R allowing application data to be exchanged using RDMA

Dynamic (in-line) negotiation for SMC-R is initiated by presence of TCP Options

TCP syn flows (with TCP Options
indicating SMC-R capability)

data exchanged

using RDMA

data exchanged

using RDMA
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SMC-R Overview

 Shared Memory Communications over RDMA (SMC-R) is a protocol
that allows TCP sockets applications to transparently exploit RDMA
(RoCE)

 SMC-R is a “hybrid” solution that:

– Uses TCP connection (3-way handshake) to establish SMC-R
connection

– Each TCP end point exchanges TCP options that indicate whether
it supports the SMC-R protocol

– SMC-R “rendezvous” (RDMA attributes) information is then
exchanged within the TCP data stream (similar to SSL handshake)

– Socket application data is exchanged via RDMA (write operations)

– TCP connection remains active (controls SMC-R connection)

– This model preserves many critical existing operational and
network management features of TCP/IP
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Why a “Hybrid Protocol”? (Why TCP/IP + SMC-R?)

 The Hybrid model of SMC-R leverages key existing attributes:

– Follows standard TCP/IP connection setup

– Dynamically switches to RDMA (SMC-R)

– TCP connection remains active (idle) and is used to control the SMC-R
connection

– Preserves critical operational and network management TCP/IP features
such as:

• Minimal (or zero) IP topology changes

• Compatibility with TCP connection level load balancers (e.g Sysplex
Distributor)

• Preserves existing IP security model (e.g. IP filters, policy, VLANs,
SSL etc.)

– Minimal network admin / management changes

 Significant reduction in Time to Value!



© 2013 IBM Corporation16

SMC-R and 10GbE RoCE Express Requirements

 Operating system requirements
– Requires z/OS 2.1 which supports the SMC-R protocol

 Server requirements
– Exclusive to zEC12 (with Driver 15E) and zBC12

– New 10 GbE RoCE Express feature for PCIe I/O drawer
(FC#0411)

 Single port enabled for use by SMC-R

 Each feature must be dedicated to one LPAR

 “RNIC” and “RoCE Express” terms in this presentation
are synonyms

– Recommended minimum configuration two features per LPAR
for redundancy

 Up to 16 features supported

– OSA Express – either 1 GbE or 10 GbE

 Configured in QDIO mode (OSD CHPIDs only, not OSX)

 Does not need to be dedicated to the LPAR

– Standard 10GbE Switch or point to point configuration
supported

 Does not need to be CEE capable

 Switch must support and have enabled Global pause
frame (a standard Ethernet switch feature for Ethernet
flow control described in the IEEE 802.3x standard)
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SMC-R TCP Connection Eligibility

Rules… All eligible hosts must:

1. be SMCR enabled (z/OS V2R1 and having SMC-R enabled with RoCE Express cards allocated)

2. Physical Connectivity:

– Direct Ethernet (OSA Express) and RoCE connectivity to the same physical Layer 2 network

3. IP Connectivity:

– (on a per PNet basis) have direct access to the same IP subnet and VLAN
(i.e. no IP routing or firewalls)

Note. VLANs are optional for customer networks (i.e. on a per PNet ID basis either define a single IP interface
with an optional VLAN ID or if multiple IP interfaces are required then all must have a VLAN ID)

4. not require IPSec (SSL is supported)

… then during the traditional TCP/IP connection setup the above criteria is dynamically assessed (via
SMCR rendezvous process)… where all socket based TCP connections among the eligible hosts
that connect over the IP fabric will automatically and transparently exploit SMCR
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HOST A (z/OS)

OSA RoCE

VLAN 1
Subnet 10.1.1.0/24

HOST B (z/OS)

OSA RoCE

HOST C (z/OS)

OSA RoCE

VLAN 2
Subnet 10.1.2.0/24

RoCE

IP traffic
IP Traffic

 SMC-R requires both hosts to be on the same layer 2 network (physical LAN or VLAN) and in the same IP
subnet when communicating via TCP/IP (i.e. have a direct communication path without the need to traverse
IP routers)

 VLANs allows users to subdivide a LAN into isolated “virtual networks” isolating servers to a specific
authorized group. VLANs are optional.

 Since SMC-R connection processing leverages your existing IP topology (TCP/IP connection setup) SMC-R
connections transparently “inherit” the same VLAN and IP Subnet connection eligibility attributes of the
associated TCP connection. When VLANs are in use, SMC-R connections then become VLAN qualified.

Note. RDMA is not routable (i.e. cannot be routed using IP routers/firewalls)

SMC-R

SMC-R X

IP/Ethernet VLAN topology - Implications on SMC-R communications
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(4) Data

R
O
C
E

O
S
A

SMC-R (Contact and RDMA Processing - Concepts)

z/OS V2R1 System B

4) Applications issue standard socket send; SMC-R performs RDMA-write into partner’s RMBE slot (RMB Element); peer
consumes data via standard socket read

1) Application issues standard TCP Connect; Normal TCP/IP connection (3-way syn) handshake; Determine ability/desire to
support SMC-Remote (based on TCP option)

3) If first contact…. then establish point-to-point SMC Link via SMC LLC (Link Layer Control) commands (RDMA-
Memory-Block (RMB) pair over RC-QP… the same link (QP/RMB) can be used for multiple TCP connections across
same 2 peers)

Client application
Server application

Socket API Socket API

SMC-RTCP

IP

R
O
C
E

SMC RDMA Memory Block SMC RDMA Memory Block

server written socket data client written socket dataQP QP

(3) LLC

(2) CLC

(1) TCP/IP handshake

4)

O
S
A

RoCE

z/OS V2R1 System A

2) When both hosts provide SMC TCP option then exchange RDMA credentials (QPs, RMBEs, GIDs, etc.) within
TCP data stream (CLC messages – Connection Level Control messages) … can still fall back to IP

SMC Link (RC-QPs)

SMC-R TCP

IP
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SMC-R terms and concepts

 SMC-R link

 SMC-R link group

 Queue pair

 Remote memory buffer

 Staging buffer



© 2013 IBM Corporation21

SMC-R link introduction

 Purpose of rendezvous processing is to select the proper SMC-R link for this TCP connection to use, or
create a new link if necessary

 SMC-R link is a logical point-to-point RDMA connection between two peers

– First TCP connection between the peers that uses SMC-R causes the SMC-R link to be established
– SMC-R link can be re-used by subsequent TCP connections

 Multiple SMC-R links can exist between two peers

– Different SMC-R links are created if server and client roles are reversed between peers
– Different virtual LANs, when used, require different links as well
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SMC-R link definition

 SMC-R link is identified by the combination of:
– Remote and local virtual MAC (VMAC)
– Remote and local Global ID (GID)

• IPv6 link-local address derived from VMAC
– Remote and local queue pair (QP)
– Virtual LAN (VLAN), when used to differentiate LAN traffic

 Peers assign and exchange 4-byte link IDs for easier correlation
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What are queue pairs?

 A queue pair (QP) represents one end of the SMC-R link

 Reliably connected QPs (RC-QPs) form a logical point-to-point connection

– Allows exactly one pair of RDMA peers to send and receive RDMA messages between
themselves

 RNIC adapter associates units of work to a specific QP
– Adapter notifies the device driver when a unit of work is available to be processed

• Data has been delivered to the peer, or data has been received from the peer
– The device driver directs the units of work to the proper TCP/IP stack
– TCP/IP stack (SMC layer) directs the unit of work to the proper TCP connection
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SMC-R link group introduction

z/OS Comm Server will create an SMC-R link group for redundancy and load balancing purposes

 SMC-R link group is a logical grouping of two SMC-R links between two RDMA peers
 Links within the link group are considered to be equal

– The links have the same TCP server and TCP client roles
– The links use the same VLAN, or do not use VLAN at all
– The links have access to the same remote memory buffers (RMBs)

 Because the links are equal:
– TCP connections can be assigned to either link
– TCP connections can be moved from one link to the other

 SMC-R link remains active for 10 minutes after last TCP connection ends to save set-up costs
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What are remote memory buffers (RMBs)?

 Remote memory buffers (RMBs) are fixed 64-bit memory used for receiving RDMA
data from a peer

– Each peer allocates memory that serves as the RMB for the remote peer
– The sending peer's operating system places the TCP socket application data directly into

the RMB
– The receiving peer copies the data from the RMB into the TCP socket application's

receive buffer

 The RMB is partitioned into different elements (RMBE)
– All elements in a given RMB are the same size
– Every TCP connection has its own separate RMBE
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SMC-R link groups and RMBs

 Each SMC-R link within the link group has access to the RMB

– RNIC adapter provides an RKEY to represent the physical storage
– Multiple RKEYs can be assigned to the same storage
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z/OS Comm Server RMB specifics

 z/OS Comm Server allocates RMBs in 1M increments

– Three RMBs are allocated when SMC-R link group is created
– Initial RMBs are partitioned into RMBEs when TCP connections are established and

require an element

 RMB element size can range from 32K to greater than 256K
– Based on the application buffer size specified on SETSOCKOPT( )

• TCPCONFIG TCPRCVBUFRSIZE used if SETSOCKOPT( ) not performed

 Additional RMBs are allocated when all storage is used, or no RMBE of the proper size
can be assigned from an existing RMB
– RMBs with no RMBEs in use are freed, but at least three RMBs remain allocated
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SMC-R link groups and multiple RMBs

 Each SMC-R link within the link group has access to all RMBs associated with the link
group

 Peers can use different number of RMBs per link group
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What are staging buffers?

 Staging buffers are fixed 64-bit memory used for sending RDMA data to a peer

– Staging buffers are allocated on a per stack basis, and shared by all SMC-R link
groups on this stack

– Allocated in 1M increments

• Stack allocates 4M of staging buffers when the first RNIC interface is
started

• Expansion and contraction of the number of buffers occurs based on
volume of outbound data

– Data is maintained in the staging buffer until RNIC adapter indicates that the data
has been stored into the peer's RMB
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SMC-R configuration considerations

 Physical network ID (PNet ID)

 Virtual LANs (VLANs)

 Redundancy
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SMC-R Link Architecture (RC-QPs)
Multiple TCP connections per SMC Link

QP 8 QP 64

(RoCE)

TCP TCPSMC SMC

SMC Link

Multiple TCP (via SMC) Connections share the same SMC Link
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SMC-R Link Groups – Multiple SMC Links
(Provides resiliency, link level load balancing and additional bandwidth)

QP 8 QP 64

(RoCE)

TCP TCPSMC SMC

SMC Link 2

TCP connections are balanced across multiple links within the Link Group

SMC Link 1

QP 68QP 12

SMC Link Group

RNIC
A

RNIC
B

RNIC
C

RNIC
D

Multiple SMC Links across unique physical RNICs are grouped together to form a single SMC Link Group
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SMC-R Memory Architecture (Part 1)

QP 8 Rkey 1 Rkey 2 QP 64

(RoCE)

SMC SMC

SMC Link 2

SMC Link 1

Rkey 2’ QP 68QP 12 Rkey 1’

SMC Link Group

RNIC
A

RNIC
B

RNIC
C

RNIC
D

Each SMC Link has equal access (unique Rkey) to the peer’s memory or RMB(s)

RMB
1

RMB
2
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SMC-R Memory Architecture (Part 2)

Rkey 4
Rkey 3

QP 8 Rkey 1 Rkey 2 QP 64

(RoCE)

SMC SMC

SMC Link 2

SMC Link 1

Rkey 2’ QP 68QP 12 Rkey 1’
Rkey 3’
Rkey 4’

SMC Link Group

RNIC
A

RNIC
B

RNIC
C

RNIC
D

SMC link groups also support multiple RMBs. Each peer can independently manage (add or remove)
RMBs based on the needs of the link group, workload, and OS unique memory management requirements.
Again, all SMC links continue to have equal access (Rkeys) to all RMBs.

RMB
2

RMB
1

RMBs
3 & 4
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SMC-R Memory Architecture (High Availability)

Rkey 4
Rkey 3

QP 8 Rkey 1 Rkey 2 QP 64

(RoCE)

SMC SMC

SMC Link 2

SMC Link 1

Rkey 2’ QP 68QP 12 Rkey 1’
Rkey 3’
Rkey 4’

SMC Link Group

RNIC
A

RNIC
B

RNIC
C

RNIC
D

If one path (e.g. an RNIC) becomes unavailable (in this example RNIC A)… then:
• traffic on the SMC Link 1 is transparently moved to SMC Link 2 using the redundant hardware
• all application workload RDMA traffic continues without interruption…

once SMC Link 1 is recovered then traffic can resume using both paths.

Note that all paths (SMC Links) have equal access to all RMBs!

RMB
2

RMB
1

RMBs
3 & 4

X
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Enabling SMC-R support in z/OS CommServer

 Specify GLOBALCONFIG SMCR parameter

– Must specify at least one PCIe function ID (PFID) value
• A PFID represents a specific RDMA network interface card (RNIC) adapter
• Maximum of 16 PFID values can be coded

– Up to eight TCP/IP stacks can share the same PFID in a given LPAR

 Start IPAQENET or IPAQENET6 INTERFACE with CHPIDTYPE OSD

– SMC-R is enabled by default for these interface types
– SMC-R is not supported on any other interface types

 SMC-R function is now enabled!
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High-level SMC-R operations

 Start the first SMC-R capable OSD interface

– All PFIDs are activated and grouped according to physical network

 Start TCP connection that traverses OSD interface
– Rendezvous processing determines if TCP connection can use SMC-R
– If necessary, SMC-R link and link group created

 Terminate last TCP connection that is using SMC-R link
– SMC-R link remains active for 10 minutes to save setup costs

 Stop last SMC-R capable OSD interface
– RNIC interfaces remain active
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RNIC and OSD interaction

 RNIC activation is initiated as part of OSD interface activation

– Assuming OSD defined using INTERFACE statement
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RNIC interface

 An RNIC interface is dynamically created for each PFID defined on the
GLOBALCONFIG SMCR parameter

– Created and activated when first SMC-R capable OSD interface is started
– Associated VTAM TRLE is dynamically created as well

 Remains active even after all SMC-R capable OSD interfaces are stopped, unless
manually stopped as well
– Ideally, the operator should only need to manage the OSD interfaces
– If RNIC interface is stopped by the operator, it must be manually restarted by the

operator before it is used again
• Starting an SMC-R capable OSD interface has no effect here
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Physical network (PNet) ID concepts

 Customer-defined value for logically grouping OSD interfaces and RNIC adapters
based on physical connectivity

– Customer defines PNet ID values for both OSA and RNIC interfaces in HCD
– z/OS CommServer gets the information dynamically

• Learns the definitions during activation of the interfaces
• Associates the OSD interfaces with the RNIC interfaces that have matching PNet

ID values

 If you do not configure a PNet ID for the RNIC adapter, activation fails

 If you do not configure a PNet ID for the OSA adapter, activation succeeds, but the
interface is not eligible to use SMC-R
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Physical network ID example

 Three physically separate networks defined by customer
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PNet ID example, configuration

 Define PFIDs and PNet ID values in HCD

 Define PFIDs and OSD INTERFACEs in TCP/IP profile

GLOBALCONFIG

PFID 100 PortNum 1

PFID 200 PortNum 1

PFID 300

PFID 400

PFID 500 PortNum 1

PFID 600 PortNum 2

INTERFACE 1 OSD
PortName 1 SMCR

INTERFACE 2 OSD
PortName 2 SMCR

INTERFACE 3 OSD
PortName 3 SMCR

INTERFACE 4 OSD
PortName 4 SMCR

TRLE 1 OSD
PortName 1

TRLE 2 OSD
PortName 2

TRLE 3 OSD
PortName 3

TRLE 4 OSD
PortName 4

TCP/IP Configuration VTAM
Configuration
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PNet ID example, activate first OSD

 Activation of first SMC-R capable OSD starts all RNIC interfaces

– PNet ID values discovered for OSD and all PFIDs

GLOBALCONFIG

PFID 100 PortNum 1

PFID 200 PortNum 1

PFID 300

PFID 400

PFID 500 PortNum 1

PFID 600 PortNum 2

INTERFACE 1 OSD
PortName 1 SMCR

INTERFACE 2 OSD
PortName 2 SMCR

INTERFACE 3 OSD
PortName 3 SMCR

INTERFACE 4 OSD
PortName 4 SMCR

TRLE 1 OSD
PortName 1

TRLE 2 OSD
PortName 2

TRLE 3 OSD
PortName 3

TRLE 4 OSD
PortName 4

TCP/IP Configuration VTAM
Configuration

NetANetA

NetA

NetB

NetB

NetC

NetC
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PNet ID example, activate second OSD

 Second OSD has same PNet ID, so just associate with same set of PFIDs as
INTERFACE 1

GLOBALCONFIG

PFID 100 PortNum 1

PFID 200 PortNum 1

PFID 300

PFID 400

PFID 500 PortNum 1

PFID 600 PortNum 2

INTERFACE 1 OSD
PortName 1 SMCR

INTERFACE 2 OSD
PortName 2 SMCR

INTERFACE 3 OSD
PortName 3 SMCR

INTERFACE 4 OSD
PortName 4 SMCR

TRLE 1 OSD

PortName1

TRLE 2 OSD

PortName 2

TRLE 3 OSD
PortName 3

TRLE 4 OSD
PortName4

TCP/IP Configuration VTAM
Configuration

NetA

NetA

NetA

NetA

NetB

NetB

Net C

Net C
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PNet ID example, second PNet ID

 Subsequent OSD interfaces were assigned different PNet ID, so they are associated
with different set of PFIDs

GLOBALCONFIG

PFID 100 PortNum 1

PFID 200 PortNum 1

PFID 300

PFID 400

PFID 500 PortNum
1
PFID 600 PortNum 2

INTERFACE 1 OSD
PortName 1 SMCR

INTERFACE 2 OSD
PortName 2 SMCR

INTERFACE 3 OSD
PortName 3 SMCR

INTERFACE 4 OSD
PortName 4 SMCR

TRLE 1 OSD
PortName 1

TRLE 2 OSD
PortName 2

TRLE 3 OSD
PortName 3

TRLE 4 OSD
PortName 4

TCP/IP Configuration VTAM
Configuration

NetA

NetA

NetB

NetB

NetA

NetA

NetB

NetB

NetC

NetC
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SMC-R interactions with TCP/IP functions

 Sysplex Distributor

 Security functions

– Application Transparent Transport Layer Security (AT-TLS)
– Intrusion Detection Services (IDS)
– IP Security (IPSec)
– Multilevel Security (MLS)

 TCP application sockets compatibility

 Fast Response Cache Accelerator (FRCA)
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Sysplex Distributor and SMC-R

 Sysplex Distributor can be deployed with SMC-R with no additional configuration
updates

– If the client application resides on z/OS host that is enabled for SMC-R and
meets SMC-R criteria for connecting to the target z/OS system
• Note: Sysplex Distributor clients not running on z/OS platform continue to work

using normal TCP/IP flows even if SMC-R is enabled on z/OS
– TCP connections set up using rendezvous processing
– Once TCP connection is established, rendezvous processing determines correct

SMC-R link to use with server application
– Application data does not flow through the Sysplex Distributor at all after SMC-R

link is created or selected
• Represents a performance improvement compared to normal Sysplex Distributor

flows
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Sysplex Distributor with QDIO accelerator

 QDIO accelerator allows socket traffic to bypass distributor stack

z/OS
Sysplex

Distributor
Stack

Target
Stack

Originating
Host

Ethernet LANEthernet LAN

OSA-E
OSA-E

DLC layer

VIPAROUTE

D
X

CF

H
ip

er
Sock

et
s

z/OS 1
z/OS 2
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Sysplex Distributor example with SMC-R

 SMC-R link establishment and socket traffic completely bypasses the Sysplex
Distributor stack and DLC layers

z/OS 1
z/OS 2
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The hybrid nature of SMC-R
(beginning with TCP/IP, then
switching to SMC-R) allows all
existing IP and TCP layer security
features to automatically apply for
SMC-R connections

• Without requiring any
changes from a customer
perspective

• And without requiring these
functions to be retrofitted into
a new protocol

Note: IPSec tunnels are not
supported with SMC-R. When IPSec
is enabled for a TCP connection then
z/OS will automatically opt out of
using SMC-R

Connection level security
(SSL, TLS, AT-TLS)

IP Filters, Traffic
regulation, IDS

SAF based network
resource controls (e.g.
NETACCESS,
STACKACCESS, etc.)

Auditing based on IP
addresses/ports (e.g.
based on SMF records)
etc.

SMC-R preserves existing security model
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AT-TLS and SMC-R

 AT-TLS can be deployed with SMC-R

– AT-TLS negotiations take place after rendezvous exchange
• Negotiation takes place over SMC-R link

– Encryption and decryption of data occurs normally

 Same is true for applications/middleware implementing TLS or SSL directly
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Intrusion Detection Services and SMC-R

 IDS functions that involve checks during TCP connection set up have no special
interaction with SMC-R (i.e. these all apply to the TCP connections that end up using
SMC-R)

– Scan detection and reporting
– Traffic regulation of TCP connections

 Detection, reporting and prevention of attacks related to socket data apply to TCP
connections using SMC-R
– TCP constrained queue events

• Normal constrained conditions apply
• TCP connection also considered to be constrained when data was stored into peer

RMB but was not acknowledged for 30 seconds
– Global TCP stall events
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Solution: Security functions that cannot exploit SMC-R

 Other security functions do not always interoperate with SMC-R

– Might require TCP/IP to examine TCP packet data, but SMC-R does not convert the
application data into TCP packets
• IPSec when tunneling is required
• IPSec filters when the filter denies a packet for a TCP connection
• MLS when packet tagging is required

– In these scenarios, z/OS will opt out of using SMC-R for the affected TCP connections

– If functions are activated dynamically, affected TCP connections that are using
SMC-R are terminated
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TCP application sockets capability and FRCA

 SMC-R protocol is intended to be transparent to, and fully compatible with, TCP socket
applications

– Support for all Socket APIs except for PASCAL sockets

 Use of SMC-R should not impact application use of socket API functions such as:

– MSGWAITALL
– MSG_PEEK
– Urgent Data
– Accept and Receive (ANR)

 SMC-R cannot be used with Fast Response Cache Accelerator (FRCA)

– TCP/IP automatically opts out of using SMC-R
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SMC-R Key Attributes - Summary

 Optimized Network Performance (leveraging RDMA technology)

 Transparent to (TCP socket based) application software

 Leverages existing 10GbE technology (RoCE)

 Preserves existing network security model

 Resiliency (dynamic failover to redundant hardware)

 Transparent to Load Balancers

 Preserves existing IP topology and network administrative and operational
model

For answers to frequently asked questions on SMC-R and RoCE please see:
http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/FQ131485
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Please complete your session evaluation

 z/OS V2R1 CS: Shared
Memory Communications -
RDMA (SMC-R), Part 1

 Session # 13627

 QR Code:
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For more information

URL Content

http://www.twitter.com/IBM_Commserver IBM z/OS Communications Server Twitter Feed

http://www.facebook.com/IBMCommserver IBM z/OS Communications Server Facebook Page

https://www.ibm.com/developerworks/mydeveloperworks/blogs/IBMCo
mmserver/?lang=en

IBM z/OS Communications Server Blog

http://www.ibm.com/systems/z/ IBM System z in general

http://www.ibm.com/systems/z/hardware/networking/ IBM Mainframe System z networking

http://www.ibm.com/software/network/commserver/ IBM Software Communications Server products

http://www.ibm.com/software/network/commserver/zos/ IBM z/OS Communications Server

http://www.redbooks.ibm.com ITSO Redbooks

http://www.ibm.com/software/network/commserver/zos/support/ IBM z/OS Communications Server technical Support –
including TechNotes from service

http://www.ibm.com/support/techdocs/atsmastr.nsf/Web/TechDocs Technical support documentation from Washington
Systems Center (techdocs, flashes, presentations,
white papers, etc.)

http://www.rfc-editor.org/rfcsearch.html Request For Comments (RFC)

http://www.ibm.com/systems/z/os/zos/bkserv/ IBM z/OS Internet library – PDF files of all z/OS
manuals including Communications Server

http://www.ibm.com/developerworks/rfe/?PROD_ID=498 RFE Community for z/OS Communications Server

https://www.ibm.com/developerworks/rfe/execute?use_case=tutorials RFE Community Tutorials

For pleasant reading ….
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Backup charts on SMC-R and
10GbE RoCE Express
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Redundancy

 SMC-R link groups provide for load balancing and recovery

– New TCP connection is assigned to the SMC-R link with the fewest TCP
connections

– Load balancing only performed when multiple RNIC adapters are available at each
peer

 Full redundancy requires:

– Two or more RNIC adapters at each peer
– Unique system internal paths for the RNIC adapters
– Unique physical RoCE switches

 Partial redundancy still possible in the absence of one or more of these conditions
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Redundancy levels

 Various levels of redundancy possible

– Full redundancy
– Partial redundancy

• Partial redundancy only at the remote host
• Partial redundancy only at the local host
• Partial redundancy due to non-unique local internal path

– No redundancy (single remote and local RNIC adapters)
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Full redundancy example

 Full failover capability exists at both server and client

– Recommended configuration



© 2013 IBM Corporation63

PCIe function internal path

 Full redundancy requires external and internal redundancy

– “External redundancy” requires multiple RNIC adapters and unique RoCE switches
– “Internal redundancy” requires unique PCIe support structures

• Support partitions
• System/z I/O drawers

 z/OS CommServer discovers local “internal redundancy” level during RNIC adapter
activations
– Referred to as PCIe function internal path (PFIP)

 z/OS CommServer does not learn the remote “internal redundancy” level
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Partial redundancy example

 Failover recovery is possible at the TCP server, but not at the TCP client
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No redundancy example

 No failover capability for either the server or the client in this configuration, since only
one RNIC adapter available at each peer
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TCP keepalive and SMC-R

 Load balancers or firewalls use data traffic as an indication that a TCP connection is
healthy

– Might terminate the connection if no data flows within a certain period of time

 TCP keepalive processing periodically sends a packet over existing TCP connections

– Application indicates connection is eligible for keepalive by specifying the
SO_KEEPALIVE setsockopt( ) option

– Time interval to use is determined by these criteria:
• TCP_KEEPALIVE setsockopt( ) option, if specified
• TCPCONFIG INTERVAL value, or default
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TCP connections using SMC-R appear idle

 All application data flows “out-of-band” with SMC-R

 TCP connection is maintained, but just for control purposes
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SMC-R keepalive processing

 By definition, TCP connections using SMC-R can look idle to the IP network

– Sending repeated keepalive packets might generate excessive and unwanted traffic
– Ensuring that the SMC-R link is still active fits better with the intent of keepalive

processing

 SMC-R keepalive processing handles both the SMC-R link and the TCP connection

– Existing keepalive settings determine time interval for SMC-R link keepalive probes
– New algorithm for determining time interval for TCP connection keepalive probes
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Keepalive algorithm for TCP connections using SMC-R

 TCP connection probe interval set to the largest of three values:

– TCP_KEEPALIVE setsockopt( )
– TCPCONFIG INTERVAL
– GLOBALCONFIG SMCR TCPKEEPMININTERVAL

• New optional configuration statement
• Defaults to five minutes

 SMC-R link probe interval set based on existing keepalive algorithm

 Application must still specify SO_KEEPALIVE to enable processing for the TCP
connection
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SMC-R keepalive example

 Assume these values have been specified:

– Application specifies SO_KEEPALIVE and TCP_KEEPALIVE setsockopt( ) as 5 minutes
– TCPCONFIG INTERVAL set to 10 minutes

– GLOBALCONFIG SMCR TCPKEEP set to 25 minutes

 For TCP connections that use SMC-R:
– TCP connection probes sent every 25 minutes
– SMC-R link probes sent every 5 minutes

 For TCP connections that do not use SMC-R:
– TCP connection probes sent every 5 minutes
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VLAN interaction with SMC-R

 OSD interfaces support VLAN usage, but it is not required

 VLAN mode propogated to RNIC interfaces associated with the OSD interfaces

– RNIC adapters can operate in VLAN or “no-VLAN” mode
– SMC-R communications use or do not use VLAN depending on the OSD definitions

 RNIC adapter supports VLAN IDs in the range of 1 to 4094
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Physical networks, VLANs, and subnets

 VLANs, or subnets, can still be used to achieve logical separation of the physical
network

– A given physical network can include multiple VLANs or subnets
– Each VLAN or subnet must be part of a single physical network

 z/OS CommServer cannot enforce the logical separation
– Assumes that you have correctly configured the networks

 IPv4 OSD interfaces MUST have subnet mask configured
– Can be started, but is not eligible for SMC-R

 At least one IPv6 address between peers MUST have a prefix value in order to use
SMC-R



© 2013 IBM Corporation73

Setting the VLAN mode for an RNIC adapter

 RNIC adapters can be shared by up to eight TCP/IP stacks

 The VLAN mode of the RNIC is defined by the VLAN mode defined for the first OSD
interface that is started

– Applies across all stacks sharing the RNIC
– SMC-R capable OSD interfaces with different VLAN modes start, but cannot use this

RNIC interface

• Can use other RNIC interfaces that have the proper VLAN mode

 Use the same VLAN mode for all SMC-R capable OSD interfaces accessing the
same physical network
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SMC-R failover example

 Application traffic switches transparently to second link after RNIC failure

– Partial redundancy might be available for one host

 SMC-R link is recovered after RNICs are restarted, but TCP connections are not
switched back
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Configuring more than two RNIC adapters

 More than two PFIDs can be configured with the same PNet ID

– z/OS CommServer will create no more than two SMC-R links within an SMC-R link
group
• Priority given to RNIC adapters with unique PFIP values
• RNIC interfaces that are being used in the SMC-R link group are called the

“associated RNICs”
• Remaining PFIDs are reserved for backup purposes only

– If one of the associated RNICs fails, a new SMC-R link is created over one of the
“backup” PFIDs
• When failing RNIC recovers, it is now used as backup for the associated RNICs

– Allows for an orderly approach for planned outages of the RNIC adapters


