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Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will
experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/0O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual
environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without
notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance,
compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
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z/OS Management Facility —

« The IBM z/OS Management Facility
provides a Web-browser based
management console for z/OS.

& 1BM 2/0S Management Facility - Mozilla Firefox: IBM Edition E]@

* Helps system programmers {0 more [z = & e ene w w -
. . @ - o | B htip:ifocaihost: 080 zosms - |G J
easily manage and administer z/OS |

(8] Most Visited , Getting Started || Latest Headlines || IBM || IBM

by Sl m pl |fY| n g d ay tO d ay () pe rat | ons [BMZIOS Management Eacility’ e

No-charge product

. . . Welcome Welcome Incident Log Users Roles Links IBM Redbooks
and administration.

Google

. . B Redbooks Welcome to IBM z/0S Management Facility gl
[ J M th t h I Problem Determination
O re a- n u S a- ra I Ca- u S e r E et IBM /03 Management Facility (z0SMF) allows you to manage various aspects of /03 systems in your environment. This release

i nte rface , th e Z/O S M an ag e m e nt i 0f ZOSHF includes a set of tools to aid in problem determination

Links To learn more about using zZOSMF, review the links in the Information Center section. To start managing your /08 systems select

Facility provides real value

Information Center:
Automated tasks can help reduce A —————
the learning curve and improve
productivity

Embedded active user assistance
(such as wizards) guides you
through tasks and helps provide
simplified operations

Transferring data from www.ibm.com
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IBM z/OS Management Facility ... =
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z/OS application, browser access

= Browser z/OS

About
Welcome to IBM z/0S Management Facility
IBU@Z/0S@ [OSMF) id framework for managing various aspects of a 20S system through a Web browser e — . ss
interface. itional ating others, ZOSMF can help to simplify some areas of 2/05 system management =
lo g e Lear - --- i

o start managing your OS systems, select a task from the navigation area <:> % Z/OS

Management
Facility

& application
¥ ¥

N

Learn More:

''''''''''

HTTP(s)

« z/0OS Management Facility is a Web 2.0 application on z/OS
Manages z/OS from z/OS

Browser communicates with z/ OSMF via secure connection, anywhere, anytime

o z/%SCI}AI\j:llnagement Facility uses industry standards, such as Java™, DOJO,
an
« Can exploit zIIP and zAAP engines, parts of zZ OSMF use:
The z/OS CIM Server, Java

Workloads eligible for zAAP, or zIIP
(with the zAAP on zIIP capability introduced with z/OS R11) - SHARE

®e o «*® in San Francisco



z/OSMF V1.13 SPE SRARE

« z/OSMF V1.13 got enhanced by a set of APARs in December 2012:

» z/OSMF Framework (APAR PM74502)
including Browser Currency

z/OSMF WLM and z/OSMF RM (APARs PM74508, PM74517)

Application Linking and Launch in Context between Workload Management Task,
System Status Task and Resource Monitoring Task

Capacity Provisioning Task (APAR PM74519)

Create, edit, and activate domain configurations and capacity provisioning
policies

Software Management Task (APAR PM73833)
Incident Log (APAR PM74518)
« ISPF Application (APAR PM74507)

* Please check
http://www-03.ibm.com/systems/z/os/zos/zosmf/enhancements.html
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The z/OSMF Workload Management Task
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z/OSMF Workload Management Functions .
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* Policy editor

Simplified creation and editing of WLM service definitions
The elements of a service definition are displayed in tabular form
Service definition elements are created or edited directly in tables
The creation and editing of WLM service definitions is supported by best practice
checks

Support for review and investigation of WLM service definitions
Direct navigation between policy elements
Filtering, sorting, and search functions

Serialization of the editing of the installed service definition
* Policy repository

WLM service definitions are stored in a repository integrated in the z/ OSMF
file system

Service definitions can be exported to the local workstation or a host data
set as well as imported from a file or a host data set

Policies or best-practice recommendations can be printed for further study

Integrated operation history makes manual tracking superfluous .*"°-
- SHARE
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z/OSMF Workload Management Functions
(cont.)
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 Installation of service definitions and activation of service policies

« Monitoring of the WLM status in the sysplex

WLM status report is automatically updated if the WLM status on the
systems changes

« Administration and operation tasks can be performed simultaneously
Simplified migration: Policy elements can be copied from one service
definition to another

Simplified operation: User can start to edit a service definition, interrupt the
editing to activate a service policy, and then continue with the editing
without losing the context

« z/OSMF Workload Management synchronizes automatically with z/OS
WLM

‘SHARE
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z/OSMF Workload Management — Some Benefits
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Without WLM Policy Editor**
using WLM Administrative Application

With WLM Policy Editor** in z OSMF

Optimization of a
service definition
based on best-

Read through WLM-related manuals and identify
best-practices. Print out the service definition

and investigate it with respect to proposed best-
practices. If required, modify the policy elements

Check the best-practice hints the GUI displays
for policy elements. If required, modify the
policy elements correspondingly.

practices correspondingly.

Hours (or days when done initially) Minutes (or hours when done initially)
Review of To get an overview of a service definition you Open a service definition from the service
service have to print it to a data set, download the data definition repository. Navigate through it using

definitions for
daily changes,
migration,
consolidation

set, and print it out or feed it into the Service
Definition Formatter tool to filter and sort policy
elements.

5-10 minutes until review can start

links. Filter and sort policy elements in the

Seconds until review can start

Transfer policy
elements from a
test service
definition to a
production
service definition

Print out the test service definition and update
the production service definition by typing in the
changes.

Up to several minutes per policy element

Open the test and production service definition
simultaneously and copy over the changed
policy elements via copy&paste operations.

Seconds per policy element

** Based on IBM laboratory results, your results may vary
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z/OSMF Workload Management Task Overview

[Firefox = 3 ESNTER™)
JEIBM z/0S Management Facility | £ |
° & hitps://boezmf2.boeblingen.de.ibm.com:9443/z0smf/ . ¢ | B - Google P A B-
Manage Service € & nmp 9 B - Goog
Definitions: Create, BM 2/0S Management Facility - Welcomelpas 3
mOdIfy’ Import’ export’ = Welcome Welcome X | Workload Man... X
print, install service - Configuration |
a  ags + Li Help
definitions : I;:;:mnm Workload Management
- Manage Service Policies . ek o overview
for Sysplex: Activate or Erty _
. . . . = :Workload Management:
V|eW the SerV|Ce pOI|C|eS |n + Problem Determination thl;s:oﬁ!iiitnagslaccttciuor:;nLagE z/05 Workload Manager (WLM) service definitions. To get started, select one of
. N i D o . Learn more...
the service def|n|t|9n that IS | o e s
currently installed in the  ZIOSMF Administration Hanage
+ TOSMF Settings ;
WLM COUple data Set |m . g;;i\‘lr':ii?ans Define, modify, view, copy, import, export, print, or install a service definition.
* Manage Settlngs. SpeCIfy " i:l?c‘:rii:: for Activate or view one of the service policies that is defined in the installed service
history length, codepage, o definition.
user preferences Settings Set preferences for messages, service definition history, couple data set, and
° VieW WLM Status: sy=splex. Verify the code page and time zone settings before you start working.
Displays information about View
the SerVice deﬁnition WLM Status j.fiew the statgs of Inl1.|'LI\J1 on each system in the_sysple_)c. View details about the
InSta”ed In the WLM COUp'G installed service definition and the active service policy.
data set and the service
policy active in the sysplex
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Service Definition Repository

 If messages exist for

a service definition

fd hl
[Firerox | [ESTES
b Integ rated repOSItory for JHIBM z/0S Management Facility |T|
SerVice deﬁnitions (_- a https://boezmf2.boeblingen.de.ibm.com:9443/zosmf/ ¢ " Google Pl A R~
1 N1 IBM z/OS Manage t Facility
» Service definitions i
Can be : ivoi:;:-.r:ﬁo“ Welcome || Workload Man...
+ Links Workload Management Help
® I m pO rted ~ Performance
“ Capacity Provisioning g 4..Ens E E
- Exported  ResourceMonitoriig || Overview | Service Defintons Store all service definitions in one repository
H : i;::?a:t:!t:jagemem e
* Printed
rnte + Problem Determination J 71| Actions Search
. . + Software faas R e e I T . z
) V d d d i Name E Description : Activity Sysplex Messages Last Modified (GMT) Meodified By
IeWe Or e Ite - x:zn::'c_l";rn:;s Filter ‘Fitter i Filter Fitter Fitter Filter Filter
& ]
H “_.“ = WLMDEMO3 Demo service definition3 Being viewed Il Information Mov 23, 2012 829:05 AM  cguofei L
® Created Or COp' ed .ﬂ.kﬂmgs wimpoll1 [I\Warning Oct 3, 2006 9:40:35 AM sigl11
L B ) WLWMPROC Production policy -copy of ¢ ﬁ Being modified Information MNov 23, 2012 §:41:02 AM  czhang
) I n Stal | ed O n th e WLMPROC Production policy -copy of d Information Feb 23, 2012 3:31:08PM  debug4
WLMPROC Production policy -copy of d# {l\ Warning Jul 27, 2012 8:26:25 AN czhang
Syspl eX WLMPROD Froduction policy Vergion 1 [ information  Mar 13, 2012 9:11:42PM  bwir
I WLMPROD Production policy v2 ZMF1PLEX Information  May 16, 2012 1:09:08 AN bwir
. . (installed & active)
d I ndlcatlons .4 WLMSHARE kludlfy o 013 10:02:52 AM  jbau
. e e WLNT1 : . o H H H b012 2.46:2TPM bwir
- If service definition w2 UiSRA CeOE el § L e
IS Insta”ed and WLNT2 View Messages - prlnt, |nsta" a 011 313:27PM bwir
WLMT4 View History . . aae 1110:19:3¢ AM  stwirag L
. WLMTS Print Preview serVIce deflnltlon P12 12:01:45 AN bwir
aCtIVe WLMTEST T Install and Activate... Information  Mov 22, 2011 3:53:12PM  bwir E
. . o WLMTEST g Copy... @ Information Aug 15, 2011 1:31:14 P bwir B
o If d f WLMTESTO P Delete... [!\Warning Dec 14, 2012 223:53 PM  zosmfad
SerVICe e Inltlons Wl MTESTR P = A Warninn DNec 14 2012 22353 PM_ zosmfad i
are being viewed or T = N ’
; g Refresh Last refre rl-..Ii;‘u‘il:r:uj:j‘:l.ix.ua rwriocal time (Feb 1, 2013 12:41:03 PM GMT)
edited —
L

[ ]
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Service Definition Editing

(s

JNIEM z/0S Management Facility

[+

(' 8 https://boezmi2.boeblingen.de.ibm.com:9443/zosmf/ v @

« Simplified creation,
modification and review of

service definitions e
. + Links Workload Management Relp
» Policy elements are g o Best-practice hints help to

presented in tables

Tables can be filtered
and sorted

© Capacity Provisioning
= Resource Monitoring
© System Status
= Workload Management
+ Problem Determination
+ Software

Owverview | Service Definitions | Modify WLMTEST

Service Classes

optimize service definitions

=
=)
m
B

2108 Classic nterfaces A FFEES R
- Direct editing of policy | -iomsm== | === reimesisee oo g, oo o o
elements within tables |~ T - =
¢ BeSt-praCtice hints are : *IAA'QIQ 1 1| * 100000 | * Percentie Response Tme | *| 00:00:10.000 66 e
dlsplayed automatlcal |y " :z 2 2 : 200000 : Percentile Response Time : 00:00:23.000 . 55
while specifying policy cre o
elements B - s O Click to copy element
- Several service T e 1 s on cliphoard for
definitions can be -+ oo e . = | insertion into another
, o B . 10 st erioes service definition
opened simultaneously . [ d
4 m | Delete... L
« Cut, Copy, Paste of T e crssieteeces WD | Click o check
pOIICy elements ) ; View Performance of Selected Where the

between service
definitions

‘Hl | Apply | | Reszet ‘ | Cancel |

element is used

: SHARE
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Service Definition History

@ 1BM /05 Management Facility - Mozilla Firefox: IBM Edition
File Edit View History Bookmarks Tools Help

J w IBM zfOS Management Fadlity |T|
gen.de.ibm.com: 3443 /zasmf] v i |..'l, y: i i
* A hlstory 1S prOVIded o T —— Use filtering and sorting to find
for each service Connguration the data you are interested in
definition listing the g Horead tansgement
o oag . Pfr;mrmgiomng Overview  Senvice Definitions History WLMPROD &
aCtIVItIeS performed On = Resource Monitoring Hist for WLMPROD
H HIP = System Status Istory Tor
the SerVICe defl n |t|0 n = Workload Management Daiafiom/past2imontis
. , .. Problem Determination Actions - . Search
* A service definition Sotvare Crr—r ST ——
. . . /05 Classic Interfaces ZMFIFLEX  Activate sarvice policy DSHIFT May 15, 2012 3:35:22 PM bwir
h IStO ry CO ntal nS ed It, I?l—:‘m"am ZMFIFLEX  Backup in dats sst BWIR FOLICY. 7095350 XML May 15, 2012 3:33:01 FM bwir
. . . efres Modify May 15, 2012 3:32:00 PM bwir
I nStal I y aCtlvate, I m po rt, EZMFIFLEX Install in WLM couple data set May 15, 2012 3:33:00 PM bwir
T Medify May 15, 2012 2:21:32 PM bwir
export aCtIVItIeS ZMFIPLEX  Install in WLM couple dats sst May 15, 2012 2:31:32 PM bwir
[ ] T h e h iStO ry d iS p | ayS for X ZMF1FPLEX Install in WLM couple data set May 15, 2012 2:44:22 PM bwir
each activity timestamp
and user
* The user can
customize how long
the history is kept
Total: &
Refresh  Lastrefresh: May 16, 2012 1:39:50 AM local time (May 15, 2012 11:39:50 PM GMT)

o WP EENFEANEES
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Printing of Service Definitions and Service Policies suas-e

[FrrEs

JHIBM z/0S Management Facility |T| Click to
€ @ nttps://boezmf2 boeblingen.de ibm.com9443/zosry ¢ | B- cog send Pl A B~
» Before printing, d NS ———— service  |di
Prlnt PreVIGW jg:::.::;m“ Welcome | Workload Man... defin.ition
function enables to | L. Hoiktond oy loprinter |

« filter service
definition
elements

I . - ZIOSMF Settings Service definition name: WLMPROD
) 2 Description: Production policy v2 H
app y SerVICe MEnE Functionality level: 019 fC'IItICk to
CI ilter
po I IC I eS Service Parameters service
Y 1 I Service coefficients: CPU: 1, IOC: 0.5, MS0: 0, SRB: 1 niti
H I ntS, Warn I ng S Can Enable If0 priority management: Yes deflnltlon
aISO be pri nted Enable dynamic alias management: Yes gflfnot:zg
Guest Platform Management Provider (GPMP) Settings

 Besides printing,
the Print Preview
panel is well suited
to get a general
idea of a service
definition

= Capacity Provisioning
= Resource Monitoring
= System Status
= Workload Management
+ Problem Determination
- Software
+ 2/0S Classic Interfaces
- Z/OSMF Administration

Overview | Service Definitions X || Print Preview WLMPROD X

z/0S Workload Manager Service Definition WLMPROD

Enable dynamic GPMP management on each system in the host sysplex:

Excluded systems:

Resource Groups

No

i

Print | Filter | Switch To + |

[ ] »

Name Details

CPMAV Description: Used for Cap.Provisioning

Last Modified (GMT): Jun 22, 2007 10:07:44 AM
Maodified By: thel

Type: NumberCPsTimes100

Capacity Minimum: 30

Capacity Maximum: 90

ECP Description: AVT RG CPbased min 200% max 200%
Last Modified (GMT): Feb &, 2007 9:53:07 AM
Modified By: bmor

Type: NumberCPsTimes100

Capacity Minimum: 200

Capacity Maximum: 300

L

=

0



Service Definition Installation and e ]
Service Policy Activation .

. - : (Rt (= [ & ]
A wizard enables to install |z, o eraar [+

and aCtivate a SerVice (_- @ https;//boezmf2.boeblingen.de.ibm.com:9443/z0smf/ ¢ ||B - Google P& B-
definition S —— _ _____‘5".1’81-!"19]113! S

1 . ReVieW properties Of = Welcome Welcome || Workload Man... *

+ Configuration

cu I’I’enﬂy InStalled + Links Workload Management Help

- Performance

. . . . n C typ S £
SerVICe deflnltlon and e e Overview | Service Definitions X || Install and Activate

= Resource Monitoring

the One that |S gO|ng tO T Install and Activate

= Waorkload Management

be inSta”ed et De eI ot v Welcome Install and Activate

+ Software 5 + Select a Service Policy || T .install tl'!e selected service definit.io.n. and EICtiVEI.tE thg selected policy, cl.ic:!-c_Finish.
+ /05 Classic Interfaces Doing so will replace the current definition and policy with the selected definition and

2 . SeIeCt SerVice pOI icy to + 7/0SMF Administration & Installand Actrzate policy. Service policy activation may take several minutes to complete.
+ ZIOSMF Settings

be activated = Catvenkntald asvio deiio and acvs i

3.Review summary of i . |G |Poned |[Ies | Shes
install and activate that ZMpiPLEX wivpRop PN Meyie oz g
will be done and

t . _t Replace with:
rigger i
S I Service D inti Modified (GMT) Modified Service
- If a backup data set has S,
p ZMF1PLEX WLMTEST Test policy :05“'3?1252':?“111 bwir NSHIFT

been specified in the
Settings, a copy of the [ Beck] et = | [Fimsh ] [‘Cance
installed service definition

Is stored in that data set
- SHARE
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. @ IBM 2/0S Management Facility - Mozilla Firefox: IBM Edition =)<
[ ] T h e M a n ag e Se rVICe Ele Edit WMew History Bookmarks Tools _ﬂelp
2 18M 2/05 Management Facility | + |

https://boezmf2. boeblingen. de.ibm. com: 9443 zosmf/

Policies task enables to | _ ...

* View or print the
service policies of e
the installed service | %
definition = Capacity Provisioning Overview = Senvice Policies for Sysplex &

“ Resource Monitoring . —
Sl Service Policies for Sysplex ZMF1PLEX

« Activate a service S WorkloadManagement | | Ineaied senice dfiton

Problem Determination

pOIicy Of the [+ Software Description:

Froduction policy v2
[3) 20 Classic Interfaces R,

i nStal Ied SerV|Ce 2/0SMF Administration Senvice policies defined in WLMPROD

IBM 2/0S Management Facility

Welcome Workload Man... €

Workload Management Help

d efl n Itl O n E Hame | Activation Status : Last Modified (GMT) : Modified By Description
: Filter | Filter  Filter  Filter Filter
[ :" : DSHIFT Active Mar 7, 2012 2:50:57 PM bwir Day shift 1
. =
® I h e M a n ag e Se rVICe ()| NSHIFT Mar 7, 2012 2:20:47 PM bwir Night shift

()| WLMSTTAV Feb 23, 2012 3:31:08 PM : debug4 Default Policy

Policies panel displays

the state of the service l
policies in the installed Click to view, print, modify, or activate service policy
service definition <] 2

Total: 3, Selected: 0
Refresh Lastrefresh: May 16, 2012 1:28:50 AM local time (May 15, 2012 11:28:50 FM GMT)
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View WLM Statu s
[Firerox = e ~ )
. JEIBM z/0S Management Facility +

[ The VIeW WLM (_- @ https://boezmf2 boeblingen.de.ibm.com:9443/zosmf/ 77 v & |[B- coogle 2l & O

Status task diSpIayS IBM z/OS Management Facility
- The active service | -

+ Configuration
|- + Links Workload Management Relp
po ICy - Performance

© (Capacity Provisioning

P The WLM Status © Resource Monitoring Overview | WLM Status

L oo WLM Status for Sysplex ZMF1PLEX from System ZMF2

H = Workload M t
O n th e Syste m S I n pl-w::“ ;imﬁsg::::len Active Service Policy (view performance of active policy)

Workload Man... *

+
+ Software Narne.: ) DSHII-T
the SySpIeX . 7108 Classic Interfaces Desl‘c:rlptlon: Day shift 1
. ~ Activated: Jan 29, 2013 9:30:58 AM GMT
. . M"_.“mmm“ Activated by: jbau from system ZMF2
) The I nstal | ed .+ z!OShI:lSeﬂmgs Related service definition:  WLMPROD
Refresh Functionality level: 19

H . b Installed: Jan 29, 2013 9:30:58 AM GMT
SerVICe defl n Itlon Installed by: jbau from system ZMF2
Systems (Vview performance of systems)
® The WLM Status Actions ¥ Search
pan e I CO m pri SeS th e Fi::rme I;z::ys«arvbe Activated (GMT) \:tl‘;:.llls Etl;lt.::; ‘ul:.r;_vgl‘.»brsion Elefl\iiormat ggz;teﬁ::CF

Fitter

. . . Filter Filter Filter Filter Filter Filter
|nf0rm at'on pr0V|ded ZWF1 DSHIFT Jan29, 2013 9:30:58 AM  Active Unavaiable

ZMF2Z  DSHIFT Jan 28,2013 9:30:58 AW Active Unavailable 25 3
by the MVS Console ZWF3  DSHIFT Jan 28, 2013 9:30:58 AM Ac’tive Unavailahle

ZMF4 DSHIFT Jan 25, 2013 9:30:58 AN Active Unavailable

ZMFS  DSHIFT Jan 28,2013 9:30:58 AW Active Unavailable

command
D WLM, SYSTEMS

) I nform ation may be Installed Service Definition

Name: WLMPROD
H Description: Production policy v2
auto matlcal Iy CheCK Installed: Jan 29, 2013 9:30:58 AM GMT
CheCKbox to Installed by:  jbau from system ZMF2

refreshed automatically

: ) Automatic refresh  Last refresh: Jan 29, 2013 10:52:21 AM local time (Jan 29, 2013 9:52:21 AM GMT)
refresh data

2013 17




Fine-grained Authorization (V1.13) ==

Separate authorization levels for

Viewing of service definitions,
service policies, and WLM status

Properties for zIOSMF User

Installation and activation of service policies .,

o
ZIOSMF User

MOdiﬁcation Of SerVice definitions + Description (maximum 100 characters)

User can perfarm any tasks that are not defined as z/0SMF administration tasks

Tasks:
3] Links

In repository authorization mode the WLM ) - -
authorization of roles is controlled by three —> T oo e et e a1 S el S
taSkS On the Roles panel: ﬂDi)"s.“;:‘u':rliud?:i:;I;::t?:;nemI'\-1Udifr-mud\fyser\-‘icedeﬁmliuns

Workload Management

Workload Management Install

Workload Management Modify

In SAF authorization mode the WLM authorization e oo
of roles is controlled via the SAF resource names:

ZOSMF.WORKLOAD_MANAGEMENT.WORKLOAD_MANAGEMENT.VIEW
ZOSMF.WORKLOAD_MANAGEMENT.WORKLOAD_MANAGEMENT.INSTALL
ZOSMF.WORKLOAD_MANAGEMENT.WORKLOAD_MANAGEMENT.MODIFY

To enable a role to launch the Workload Management task it is not sufficient to provide
authorization for ‘installation’ or ‘modification’; in addition the role has to be authorized for
‘viewing'.

- SHARE
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User's
workstation

z/OSMF CIM Server

WLM
plugin

=)

WLM
CIM
Provider

5 — !
E Install Activate
- > WM |——

<
1

Extract

z/OS system in Sysplex
running z/ OSMF

; Upload,
Download || Backup

MVS

Batch Install Console

Install
Extract

WLM Administrative Application

Sysplex

: SHARE
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z/OSMF Resource Monitoring
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Browser connects to z7 OSMF
« z/OSMF Resource Monitoring can connect to all

systems where the RMF Distributed Data Server

(DDS)

is running

SHARE

1SCO

in San Franci
2013

eee® in

21



IBM z/OSMF Resource Monitoring ... =

SHARE

Technalogy « Carsection: - Resulls

System Status Task
[ Firefox b= ) |

Jﬁ IBM z/0S Management Facility | +

(- @ https://boezmf2.boeblingen.de.ibm.com:9443/z0smf/ v | .' Google Pl A B~

Welcome jbau Log out
= Welcome Welcome X | Systemn Status X
= =
Pgu Help
-+ Links
© Capacity Provisioning Use this page to quickly assess the performance of the workloads running on the sysplexes in your installation. You can
= Resource Monitoring also use this page to define the target systems for the sysplexes and AIX or Linux system complexes that you want to
" System Status monitor in the Resource Monitoring task.
LI Management Resources
+ Problem Determination & [ | Actions ¥
-+ Software S 1 | 5 = 7
- 710 Classic Interf: .Resnuroe . System Type . annec‘lmly .Perfnrmnoe Index Status I;::::iﬂiewm Ac‘twe WLM Policy
+ ZIOSMF Administrati Filter :Fllter EFmer Filter _— | Fitter
+ TOSNF Settings || RoPLEX Zi0S Connected @ Pl <=1 for all periods WLMCPOS1 CPOPOL#1
Refresh |
;,] || LOCALPLEX z/0s Connected @) Pl= 1 for unimportant periods  WLMPROD DSHIFT
|| svEPLEX z/0S Connected = Pl == 1 for all pericds SYSTES2 STANDARD
il
Enterprise-wide

i Health check
Automatic

refresh

c.r.{:al: 3 Sélected: t]
| Refresh l Last refresh: Jan 29, 2013 11:02:04 AM local time (Jan 29, 2013 10:02:04 AM GMT) ete,

L]
|E4| Automatic refresh .: SHARE

/ e o «* in San Francisco
2013 22
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Resource Monitoring — Sysplex Definitions -«ﬁ

SHARE
Enterprise-wide Connections to RMF Distributed Data Server (DDS)
Welcome | System Status
Help
System Status
Use this page to quickly assess the performance of the workloads running on the sysplexes in yvour installation. You can
also use this page to define the target systems for the sysplexes and AIX or Linux system complexes that you want to
manitar in the Resource Monitoring task.
Resources
WL  LOCALPLEX
Resource is preconﬁgured ivity | Performance Index Status Related Service Active WLM Policy
Fitter Fitter Definition Fitter
Filter

IROPLEX Connected %] Pl == 1 for all pericds WLKMCPOSA CPOPOLH

LOCALPLEX 0S5 Connected & Pl == 1 for all pericds WLKMPROD DSHIFT

S SPLEX Z/0s Connected ] Pl==1 for all pericds SYSTES2 STANDARD

One DDS
connection per line
.. 4 L
- SHARE

®e o «® in San Francisco
2013 o3



Resource Monitoring — Sysplex Definitions

Add a new Entry

Welcome

w

| System Status *

System Status

Use this page to quickly assess the performance of the workloads running on the sysplexes in your installation. You can
also use this page to define the target systems for the sysplexes and AIX or Linux system complexes that you want to

monitor in the Resource Monitoring task.

Resources
v Actions
Res Modify Entry “onnectivity ~ Performance Index Status Related Service
Fitter Remaove Entry ber Fitter LALLLEL
View b Filter
IRDPLE nnected | Pl<=1 for all pericds WLRMCPOE1
Add Entry {b
Local = “Innected & P1==1 for all periods WLMPROD
| Select All
SYSPI — innected Pl==1 for all pericds SYSITES2
[ | De=select All & e

Configure Columns...
Modify Filters...

Hide Filter Row
Clear Filters

Modify Sort...

Clear Sarts

Active WLM Policy

ﬁ.—-

SHARE

Technglogy - Garogclisns - Resulls

Help

L ]
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Resource Monitoring — Sysplex Definitions -
Add a new Entry

Welcome }{" System Status ){‘

System Status b Add Entry

Add Entry

# Resource name:
| PRODPLEX |

# Host name or IF address:
| myhostl.us.ibm.com |

#* Target systemn type:

705 (GPMSERWE) b
* Port:
8803 3 - 2/0S (GPMSERVE)
| - AIX (GPM4CIM)
| ok | | cancel | - Linux on System x (GPM4CIM)

+ Linux on System z (GPM4CIM)
+ Linux (rmfpms)

‘SHARE
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IBM z/OSMF Resource Monitoring ...

Resource Monitoring Task: Monitoring Dasboards

[ Firefox =1

JNIBM z/0S Management Facility

B

(— @ https://boezmfz boeblingen.de.ibm.com:9443/z0smf/

77 v & || B~ Google

ul

Welcome jbau

Welcome X | Resource Mon... X

Resource Monitoring

Dashboards | CPU & Workload Activity =

CPU & Workload Activity (Running)

Start Pause Save | Actions ¥

+ Execution Velocity

N 7 5
IRLM.1 lo
[ so
STCLO.1 lo
[
OMVSKERN.1 'y &L
[ 40
BATCHMED. 1
[ | 77
[—
BATCHHL. 1 o
lo
e
| I =3

-

I -

B SCLMPLEX,SYSPLEX exscution velocity goal by WLM service clsss period
(SCLMPLEX,SYSPLEX execution velacity by WLM service class perfod

01/29/2013 11:30:30 - 01/29/2013 11:31:00 (8/8)

Log out

» CPU Consumption

SCLM.SAPERF [0059]

SCLM.SCZ [00DD]

SCLM.SPAS [0048]

SCLM.RMFGAT [0030]

SCL4.RMFGAT [0028]

SCL3.RMFGAT [005B]

[ 2s.0

I 10.3
[ 103

H:a:
W:zi

i1
Bi1

[
01

[
01

HAn

B scLMPLEX,SYSPLEX % espp (total) by job
\SCLMPLEX,SYSPLEX % app! (TCB + SRE) by job

01/29/2013 11:30:30 - 01/29/2013 11:31:00 (8/8)

Help

ﬁ.—

SHARE

Technalogy « Carsection: - Resulls

Interval Control

HARE
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Resource Monitoring — Monitoring Dashboards
Predefined Dashboards |

Log out =

Welcome jbau

IBM z/OS Management Facility

Welcome | Resource Mon... X

Resource Monitoring

Help

Dashboards
Dashboards

@l—D|ActionS'
Hame

Fitter

Commen Storage Activity
Coupling Facility Over\r.i;w
Execution Velocity
General Activity

Overall Image Activity
Performance Index

Uging & Delays
XCF Activity

o o

Total: 9, Selected: 0 .....

r B L ]
m Last refresh: Feb 6, 2013 11:07:49 PM local time (Feb 7, 2013 7:07:49 AM GMT) M
Refresh . SHARE
®e ¢ o*® in San Francisco
2013 27




Resource Monitoring — Monitoring Dashboards
Predefined Dashboards

Wwelcome | Resource Mon... X

Resource Monitoring

Dashboards | Commaon Storage Activity =

w
M

Common Storage Activity (Running)

Start

FPause

- CS54 & ECSA (Systems)

- S04 & ESQA (Systems)

T 6 I 16
ZMF2 < g ZMF4 | | 14
5] 16
ZMF1 | Resource Attributes: ,ZMF2,MVS_IMAGE | 14
i "
_ =] Mame of logical partition: ZMF2 _ 14
T | WLM Wary CPU management enabled: YES | 14
_ WLM LPAR Weight management enabled: NO
AAP honor priority: YES
. LOCALPLEX,SYSPLEX % CS5A utilization b 11P honar priority: vES K % S0QA utilization by MVS image

[LOCALPLEX,SYSPLEX % ECSA utilization

v

02f07/2013 08:03:00 - 02/07/2013

Capacity Group Name:

[‘close | [‘relo

NS A

W % ESQA utilization by MVE image

:00 - 02/07/2013 08:09:00 (1/1)

- CSA (Jobs)

ZMFZ.*MASTER™ [0001]

ZMF3.*MASTER™ [0001]

I -
I -

g JOOE]

-

£

ZMF4.*MASTER™ [0001]

ZMF2.*MASTER™ [0001]

T e
T

SHAR

—

Technalogy « Carsection: - Resulls

Help

m
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Resource Monitoring — Monitoring Dashboards =5

SHARE
New Dashboard

Dashboards | New Dashboard [J]

Mew Dashboard ¢ Add Metric
Add Metric

Select or type the name of the metric group, the container for the metric. Then, select the resource and metric to be monitored.

# Add to metric group: # frames active by job 24
# Selected resource: ZMF2,* STORAGE
# Selected metric: Make selection on Metric tab

Resource Metric Filter Work Scope

Available resources:
-] % LOCALPLEX,SYSPLEX

+ L&y ,ZMF1,MVS_IMAGE
-1 L& .ZMF2,My5S_IMAGE
+ ZMF2,*,1/0_SUBSYSTEM
{2} ZMF2,* PROCESSOR

| + ZMF2,* ,STORAGE

i ZMF2,* ENQUEUE
Lk ZMF2,* OPERATOR
= ZMF2,*,5W_SUBSYSTEMS
LA . ZMF4,MVS_IMAGE
L& (ZMF3,MVS_IMAGE

m

¥ [+

+

L& (ZMF5,MVS_IMAGE

+

A\ ,CF01,COUPLING_FACILITY
e®e
[l 163cF.crC o000
: SHARE
e o o* in San Francisco
2013 29
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Resource Monitoring — Monitoring Dashboards =5

SHARE
New Dashboard

Technglogy + Garseclisns « Resulls
Dashboards | New Dashboard [

New Dashboard ¢ Add Metric

Add Metric

Select or type the name of the metric group, the container for the metric. Then, select the resource and metric to be monitored.

# Add to metric group: # frames active by job b4
# Selected resource: ZMF2,*, STORAGE
#* Selected metric: # frames active by job

Resource Metric Filter Work Scope

Quick: filter:

Available metrics:
=| = by job .
% delay by job
% delay for COMM by job

m

%% delay for LOCL by job

% delay for OTHR by job

% delay for OUTR by job

% delay for SWAF by job

# bytes (high water mark) in high virtual common memaory by job
# bytes in high virtual commaon memaory by job

# bytes in high wirtual private memory by job

# bytes in high virtual shared memory by job

# bytes in memory objects by job e%e,
.
‘ # frames active by job ‘ . SHARE
: v °
# frames fixed by job ®ege® in San Francisco

2013 30



lﬂi,

—g

Resource Monitoring — Monitoring Dashboards

New Dashboard

Dashboards | New Dashboard [J]

MNew Dashboard ¢ Add Metric

Add Metric

Select ar type the name of the metric group, the container for the metric. Then, select the resource and metric to be monitared.

#* Add to metric group: # frames active by job

# Selected resource: ZMF2,* STORAGE

# Selected metric: # frames active by job
Resource Metric Filter Work Scope

Filter Pattern
Resource name filter pattern:

Available resource names:

*MASTER® - Select names from the left, o nua
ALLOCAS = enter filter text here. Example: 5YS51
ANTASOO0 =i MVS? DR *

ANTMAIN R

AFPFC Copy >>
ASCHINT
ALKMON
AXR

AXRD3 =
PR CDMMRIE

m
"
1
3

Sorting

Sort by:

Value descending

Filters

Lower threshold: Upper threshold:
1000 to

: SHARE

Maximum number of resources to display:
e . F "
e+ «* in San Francisco

- 20 Highest values m
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SHARE
New Dashboard

Techaslogy « Corneclions « Resulls

Resource Monitoring — Monitoring Dashboards -

Dashboards | New Dashboard [J[J]

Mew Dashboard ¢ Add Metric
Add Metric

Select or type the name of the metric group, the container for the metric. Then, select the resource and metric to be monitored.

#* Add to metric group: # frames active by job

# Selected resource: ZMF2,* STORAGE

* Selected metric: # frames active by job

Resource Metric Filter Work Scope

Filter scope:

WLM =service class

# Filter for:
SYS5TC

L]
- SHARE
e o o* in San Francisco
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Resource Monitoring — Monitoring Dashboards =5

SHARE
New Dashboard

Technalogy « Carsection: - Resulls
Dashboards | New Dashboard = X

New Dashboard (Running)

Start  Pause Save EActiu-n -

» # frames active by job

RMFGAT [005E] 17956

DFSZFS [001A]

RMF [006E]

VLF [0026]

LLA [0025] I 2700 Save Dashboard As
JESZ [0024] I 2077 # Dashboard name

Storage Soaker

CFZCIM [006D] [ 1720

NET [005D] [ 1028

| OK] | Cancel ] | Help]

[ =MF2.* STORAGE # frames active by job [filtered][SYSSTC,S]

A 3

02/07/2013 08:24:00 - 02/07/2013 08:25:00 (1/1)

- SHARE
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Techaslogy « Corneclions « Resulls

Resource Monitoring — Monitoring Dashboards
New Dashboard

Dashboards

Dashboards

" | Actions ¥

Hame

Filter
Common Storage Activity
Coupling Facility Overview
Execution Velocity
General Activity
Owerall Image Activity
Performance Index
Reszponze Time

.4 Storage Soaker
Uzing & Delays
KCF Activity

L]
- SHARE
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RMF Monitor 11l

RMF Monitor 11l

A

SHARE

nnnnnnn oy + Gaesections - Resulls

A

RMF Monitor 111

RMF Sysplex

Data Server

RMF Distributed Data Server

GPMSERVE

Resource Monitoring

z/OSMF

RMF Generic CIM Client

RMF Distributed Data Server

GPM4CIM

z/OS USS

e o o* in San Francisco

2013
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RMF XP — Invocation e )

« Started Task: SYS1.PROCLIB(GPM4CIM)
* Runs in USS Environment via BPXBATCH
« Multiple instances can run in parallel: one STC per platform
« S GPM4CIM.GPM4A,0S=A
« S GPM4CIM.GPM4X,0S=X
« S GPM4CIM.GPM4Z,0S5=/
//GPM4CIM PROC 0S=X
//STEP1 EXEC PGM=BPXBATCH, TIME=NOLIMIT,REGION=0M,
// PARM='PGM /usr/lpp/gpm/bin/gpmi4cim cfg=/etc/gpm/gpm4&0S..cfg'
//STDENV DD PATH='/etc/gpm/gpm4cim.env'
//STDOUT DD PATH="'/var/gpm/logs/gpm4cim&0S. .out"',
// PATHOPTS=(OWRONLY ,OCREAT,OTRUNC) ,
// PATHMODE=(SIRUSR,SIWUSR, SIRGRP)
//STDERR DD PATH="'/var/gpm/logs/gpm4cim&0S. .trc',
// PATHOPTS=(OWRONLY ,OCREAT,OTRUNC) ,
// PATHMODE=(SIRUSR,SIWUSR, SIRGRP)
//SYSPRINT DD SYSOUT=*
//SYSOUT DD SYSOUT=*
// PEND
- SHARE
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RMF XP - z/OSMF Integration

| Dashboards | ZfOS & AIX = x|

z/0S & AIX (Running)

Start Pause | Actions +=

| v TCE+SRE by job

ZMF3.RMFGAT [005c] | [ 1 —
ZMF4.RMFGAT [002E] [
ZMF5.RMFGAT [0058] [T 0.9
ZMF2.RMFGAT [005E] [ 0.9
ZMF1.RMFGAT [005F] T o

ZMF3.wLM [o00a] [ 0.2
ZMF1.BBOS001 [oo6E] [ 0.2
ZMF1.BBOS001S [0073] [ 0.2
ZMF5.BB0OS001S [0o6B8] [ 0.2

ZMF5.WLM [o00A] [ 0.2
ZME1 wi M Tonnal | T n 7 il

B LOCALPLEX SYSPLEX % appl (TCE + SRE) by job

[ g {0

02/07/2013 08:31:00 - 02/07/2013 08:32:00 (2/2)

= CPU by process

parmf2.topasrec[3932324]

parmf2.cimserver[5046452]
parmfl.cimserver[6684754]
pbxrmfl.2949288
parmf2.getty[2097350]
parmfl.getty[4259988]
parmf2.javal4784295]
parmfl.javal3801226]
tmece-123-131.7012598

parmf2.syncd[12453210]

5.09946%9e+11
[ 2.045384e+11
[ 1.475561e+11
I 5.9292e+10

[ 1.676237e+10

[l 1.295935e+10

| 9.517429e+09

| 7.005521e+09

[ 6.869328e+09

| 4.058761e+09

—

SHARE

Technalogy « Carsection: - Resulls

B Anx¢.AIX_SYSTEM_COMPLEX AccumulstedTotalCPUTime by process [filterad]

Cils

02/07/2013 08:30:00 - 02/07/2013 08:32:00 (1/1)

‘SHARE

m

e+ «* in San Francisco

2013

37



= #SHAREorg ﬁ

nnnnnnnnnnnnnnnnnnnnnn

Linking Workload Management
with Resource Monitoring
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Application Linking with Workload ;“:E
Management and Resource Monitoring

» The definitions of Workload Management determine the performance
behavior of the systems.

« Resource Monitoring visualizes the performance behavior.

e Link zZ OSMF WLM and RM to each other:

When working with WLM service definitions
- Jump to Resource Monitoring to visualize the resulting performance.
When noticing conspicuous performance behavior in Resource Monitoring
- Jump to Workload Management to look at the service definition.
« Performance metrics can be viewed more easily in context with the
active service definition/policy and vice versa.

‘SHARE

®e o «*® in San Francisco
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Scenario: Start with Workload Management ;",',‘;“

Technalogy « Carsection: - Resulls

Welcome X || workload Man... *
Workload Management Help
Overview

Use this task to manage z/0S Workload Manager (WLM) service definitions. To get started, select one of the following actions. Learn more...

Manage
Service Definitions Define, modify, view, copy, impart, expart, print, or install a service definition.

Service Policies f . . ) . . ) . ) ) I
Srvine Folicies tor Activate or view one of the service policies that is defined in the installed service definition.

Sysplex

Settings Set preferences for messages, service definition history, couple data set, and sysplex. Verify the code page and time
zone settings before you start working.

View

WLM Status View the status of WLM on each system in the sysplex. View details about the installed service definition and the
active service policy.

L]
- SHARE
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e
From WLM Status Link to System Status Task ;:“A,,,E

Technalogy « Carsection: - Resulls
Welcome X | Workload Man... X
Workload Management Help

Owverview || WLM Status X

WLM Status for Sysplex ZMF1PLEX from System ZMF2

Active Service Policy (View performance of active policy)

Mame: STANDARD

Description: BE default policy 1

Activated: Jan 29, 2013 3:14:59 PM GMT
Activated by: jbau from system ZMF2
Related service definition: DEFAULT

Functionality level: 4

Installed: Jan 29, 2013 3:14:59 PM GMT
Installed by: jbau from system ZMF2

Systems | (View performance of systems)

Actions ¥ Search
Hame Used Service Activated (GMT) WLM Status GPMP Status WLM Version CD
Fiter palicy Fitter Fiter Filter Level Lef
Filter Fitter Filter
ZMF1 STANDARD Jan 28, 2013 3:14:59 PM Active Unavailable
ZMF2 STANDARD Jan 29, 2013 3:14:59 PM Active Unavailable 25 3
ZMF3 STANDARD Jan 2%, 2013 3:14:59 PM Active Unavailable
ZMF4 STANDARD Jan 29, 2013 3:14:59 PM Active Unavailable
ZMF3 STANDARD Jan 28, 2013 3:14:5% PM Active Unavailable
< [ 3
Total: 5
Installed Service Definition
Mame: DEFAULT
Description: BB default WLM policy - test
Installed: Jan 29, 2013 3:14:59 PM GMT
Installed by:  jbau from system ZMF2
Refresh Automnatic refresh  Last refresh: Jan 30, 2013 11:13:10 AM local time (Jan 30, 2013 10:13:10 AM GMT) .

L]
- SHARE
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System Status

Welcome | Workload Man... | System Status X

System Status

Help

Use this page to quickly assess the performance of the workloads running on the sysplexes in your installation. You can also use this page to define
the target systems for the sysplexes and AIX or Linux system complexes that you want to monitor in the Resource Monitoring task.

Resources

7 [ | Actions ¥

Resource System Type
Fiter Fiter
Ll LOCALPLEX 03
SCLMPLEX zZI03
SYSPLEX zI0s
IRDPLEX zI0s

Total: 4, Selected: 1

Connectivity
Fitter
Connected
Connected
Connected

Error

Performance Index Status

Filter

@) Pl =1 for unimpertant periods
(%] Pl == 1 for all periods

= Pl == 1 for all pericds

Refresh | Last refresh: Jan 30, 2013 11:18:00 AM local time (Jan 30, 2013 10:18:00 AM GMT)

|24 Automatic refresh

Related Service

Definition
Fitter
DEFAULT

Default

SYSTES2

Active WLM Policy

Filter

STANDARD
STANDARD

STANDARD

ﬁ.—
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Links from System Status

Welcome X || workload Man... X

System Status

Use this page to quickly assess the performance of the workloads running on the sysplexes in your installation. You can also use this page to define

System Status

the target systems for the sysplexes and AIX or Linux system complexes that you want to monitor in the Resource Monitoring task.

Resources
[ [C1| Actions +
Resource System Type Connectivity Performance Index Status Related Service Active WLM Policy
Fiter Filter Fitter Fitter LA Fitter
Fitter
4| LOCALPLEX Connected @) Pl =1 for unimpertant periods DEFAULT STANDARD
Maodify Entry
SCLMPLEX Connected (%] Pl == 1 for all periods Default STANDARD
Remowve Entry
SYSPLEX View S [ = Pl == 1 for all pericds SYSTES2 STANDARD
IRDPLEX g z/0S

Active WLM Service Definition
Active WLM Policy
WLM Status

Total: 4, Selected: 1

Refresh | Last refresh: Jan 30, 2013 11:20:04 AM local time (Jan 30, 2013 10:20:04 AM GMT)

4 Automatic refresh

ﬁ.—
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Links from System Status

Welcome X || workload Man... X

System Status

Use this page to quickly assess the performance of the workloads running on the sysplexes in your installation. You can also use this page to define
the target systems for the sysplexes and AIX or Linux system complexes that you want to monitor in the Resource Monitoring task.

System Status

Resources
Actions ¥
Resource System Type Connectivity
Fiter Fiter Fiter
L LOCALPLEX Connected
SCLMPLEX Rk Connected

Remowve Entry

SYSPLEX View 5

Performance Imjex Details

IRDPLEX

z/I05

Active WLM Servi efinition
Active WLM Policy

WLM Status

Performance Index Status
Fitter Definition
Fitter
@) Pl =1 for unimportant periods DEFAULT
(%] Pl == 1 for al periods Default
B Pl==1"for riods SYSTES2

Related Service

Help

Active WLM Policy
Filter
STANDARD
STANDARD

STANDARD

Total: 4, Selected: 1

Resource Monitoring

Dashboards | Performance Index - LOCALPLEX [ X

Performance Index - LOCALPLEX (Running)

Start Pause Save | Actions ¥

+ Important Service Class Periods

PRDTSO.1H |0

» Service Class Periods

stcomp.1m | NN

0.67

PRDTSO.1# |0

Refresh | Last refresh: Jan 30, 2013 11:20:04 AM local time (Jan 30, 2013 10:20:04 AM GMT)

4 Automatic refresh

Y

Teshaglogy - Gerseclions - Results

L]
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Links from System Status =

SHARE

Teehnglogy - Gaeseclians - Resulls
Welcome | Workload Man... | System Status X

Help
System Status

Use this page to quickly assess the performance of the workloads running on the sysplexes in your installation. You can also use this page to define
the target systems for the sysplexes and AIX or Linux system complexes that you want to monitor in the Resource Monitoring task.

Resources
Actions +
Resource System Type Connectivity Performance Index Status Related Service Active WLM Policy
Fiter Filter Fitter Fitter LA Fitter
Fitter
L LOCALPLEX Connected @) Pl =1 for unimpertant periods DEFAULT STANDARD
Maodify Entry
SCLMPLEX Connected (%] Pl == 1 for all periods Defalilt STANDARD
Remowve Entry
SYSPLEX View T = Pl == 1 for all pericds g 52 STANDARD
IRDPLEX j 205 | active WLM Service Definition Resource Munituring
Active WLM Policy
WLM Statl_ls DES | ol Dok Iod Tt Al DL Lo b
Workload Management

Owerview | WLM Status X || View DEFAULT X

- This service definition is installed and policy STANDARD is active
Service Definition Details

Service definition name:
DEFAULT

Description:
BB default WLM policy - test

Functionality level:
oo4

Total: 4, Selected: 1

Refresh | Last refresh: Jan 30, 2013 11:20:04 AM local time (Jan 30, 2013 10:20:04 AM GMT)

L]
- SHARE
e o o* in San Francisco
2013 45

4 Automatic refresh



Links from System Status

w w

Welcome | Workload Man... | System Status X

System Status

Help

Use this page to quickly assess the performance of the waorkloads running on the sysplexes in your installation. You can also use this page to define
the target systems for the sysplexes and AIX or Linux system complexes that you want to monitor in the Resource Monitoring task.

Y

SHARE

Technglogy - Garogclisns - Resulls

Resources
[ [C1| Actions +
Resource System Type Connectivity Performance Index Status Related Service Active WLM Policy
Fiter Filter Fitter Fitter LA Fitter
Fitter
.4 LOCALPLEX Connected @) Pl =1 for unimpertant periods DEFAULT STANDARD
Maodify Entry
SCLMPLEX Connected (%] Pl == 1 for all periods Default STANDARD
Remowve Entry
SYSPLEX View T = Pl == 1 for all pericds SYSTES2 STANDARD
IROPLEX j 205 | active WLM Service Definition Resource Munitnring
Active WLM Policy.
WLM StEtLIS \ Das | ol Dok Iod 1 Al DL Lo b
Workload Management
Pe
ovel Workload Management
St
b
Overview | WLM Status X | View DEFAULT X
Service Policies ¢ Properties This service definition is installed and policy STANDARD is active
Sery - - - .
oer|  Properties for Active Service Policy
Des) ; i I
BB 4 Service policy name: Description:
STANDARD BB default palicy 1
Fun
oo4
Service Class Overrides | Resource Group Overrides
Total: 4, Selected: 1 w Actions = Table view: Tree
Refresh | Last refresh: Jan 30, 2013 11:20:04 AM local time (Jan 30, 2013 10:2( Service Class Period Importance | Duration Goal Type Resp
7 Automatic refresh Fitter Fitter Fitter Fitter Fiter ; o
Fiter |om
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Links from System Status

w w

Welcome | Workload Man... | System Status X

System Status

Use this page to quickly assess the performance of the waorkloads running on the sysplexes in your installation. You can also use this page to define
the target systems for the sysplexes and AIX or Linux system complexes that you want to monitor in the Resource Monitoring task.

Resources
[ [[]]| Actions =
Resource System Type Connectivity

Fiter Fiter Fiter

.4 LOCALPLEX Connected
SCLMPLEX Rk Connected

Remowve Entry

SYSPLEX Vigw » | Performance Index Details
IRDPLEX 205 | Active WLM Service Definition

Active WLM Policy
WLM Status\

Total: 4, Selected: 1

Refresh | Last refresh: Jan 30, 2013 11:20:04 AM local time (Jan 30, 2013 10:20

-4 Automatic refresh

Help

Performance Index Status Related Service Active WLM Policy
Fitter LA Fitter
Fitter
@) Pl =1 for unimpertant periods DEFAULT STANDARD
(%] Pl == 1 for all periods Default STANDARD
[@ Pl==1 for all periods SYSTES2 STANDARD

Resource Monitoring

| ol Dok Iod 1 Al DL Lo b
Das|

Y

SHARE

Technglogy - Garogclisns - Resulls

Workload Management

2013

Pe
_| ove| Workload Management
b
Overview | WLM Status X | View DEFAULT X
Ser
Se JANDARD is active
§ Workload Management

DEF \%]

Des) : x
Cwerview | WLM Status

BB 4 Sery

STAI

WLM Status for Sysplex ZMF1PLEX from System ZMF2

Fun

004 Active Service Policy (View performance of active policy)

Se Mame: STANDARD
Description: BE default palicy 1
N Activated: Jan 29, 2013 3:14:59 PM GMT

Activated by: jbau from system ZMF2 Re
Related service definition:  DEFAULT .;;O:,:J
Functionality level: 4 ) -
Installed: Jan 29, 2013 3:14:59 PM GMT = Fiter
Installed by: jbau from system ZMF2 . ee® in San Franc'sco
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Link from WLM Status to Service Class Metrics

w

Welcome | Workload Man... *
Workload Management

Owverview | WLM Status X

WLM Status for Sysplex ZMF1PLEX from System ZMF2

Active Service Policy I (View performance of active policy) |

Mame: = ANUARD

Description: BE default policy 1

Activated: Jan 29, 2013 3:14:59 PM GMT
Activated by: ijbau from system ZMF2
Related service definition:  DEFAULT

Functionality level: 4

Installed: Jan 29, 2013 3:14:59 PM GMT
Installed by: jbau from system ZMF2

Systems (View performance of systems)

Actions +
Hame Used Service Activated (GMT) WLM Status GPMP Status WLM Version
Fiter Gy Fiter Fiter Fitter Bl
Fitter Fitter
ZNF1 STANDARD Jan 28, 2013 3:14:55 PN Active Unavailable
ZNF2 STANDARD Jan 29, 2013 3:14:59 PM Active Unavailable 25
ZMF3 STANDARD Jan 29, 2013 3:14:59 PM Active Unavailable
ZNF4 STANDARD Jan 29, 2013 3:14:59 PN Active Unavailable
ZMFS STANDARD Jan 29, 2013 3:14:5% PN Active Unavailable
' I
Total: 5
Installed Service Definition
Mame: DEFAULT
Description: BB default WLM policy - test
Installed: Jan 29, 2013 3:14:59 PM GMT
Installed by:  jbau from system ZMF2
Refresh Automatic refresh  Last refresh: Jan 30, 2013 11:13:10 AM local time (Jan 30, 2013 10:13:10 AM GMT)

Help

Zearch

CD
Ley

Filter

Y
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Dashboard with WLM Service Class Metrics

| Welcome | Workload Man... | System Status || Resource Mon...

Resource Monitoring

Dashboards | WLM Service Class - LOCALPLEX = X

WLM Service Class - LOCALPLEX (Running)
Start Pause Save | Actions ¥

= Performance Index

I 0.56
I 0.5

STCCMD. L[

HOTTSO. LI}

[LOCALPLEX, SYSPLEX performance index by WLM service clzss
period

01/30/2013 11:24:00 - 01/30/2013 11:25:00 (3/3)

= Response Time

] | 0.015
HOTTSO.} [
TSOODD. | [ lo

" |o.3
TSOODD.E 3 lo

) i lis

X

w Execution Velocity

]| —
e I ——— 1
IRLM. | [¥] l !
’ | |75
OMVS. 2 [3] | &
' [ 20
OMVS. | [3] l U
12| e !

. [LOCALPLEX,SYSPLEX execution welocity by WLM service class peniod
LOCALPLEX,SYSPLEX execution velocity goal by WLM service class
period

[ i |3
01/30/2013 11:24:00 - 01,/30/2013 11:25:00 (3/3)

» Percentile Response Time

[ 100
HOTTSO. L[

| | a5

| nya
TSOMED.p [

| | a0

| nya
TSOREG.p M || | _—

Help

m

ﬁ.—

SHARE
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Link to WLM Service Class Definition

Welcome | Workload Man... X| System Status x_ Resource Mon...

Resource Monitoring
Dashboards | WLM Service Class - LOCALPLEX = X
WLM Service Class - LOCALPLEX (Running)

Start Pause Save | Actions ¥

= Performance Index

sTcemp.1 @ [ 0.56

0.5

HOTTS0.1

View Resource Attributes

View WLM Service Class HO‘I‘I’SO{%

[LOCALPLEX, SYSPLEX performance index by WLM service clzss
period

01/30/2013 11:24:00 - 01/30/2013 11:25:00 (3/3)

= Response Time

| 0.015
HOTTSO.1® [
TSOODD.1[F lo
" |o.3
TSOODD.2 [ lo
3 lis

w Execution Velocity e

» Percentile Response Time

Help

SRS | — o

|o
IRLM.1 (¥ | 55
oMyS.2 [ o
’ [ =0
oMys.1 3 o |
’ [ 30 i3

. [LOCALPLEX,SYSPLEX execution welocity by WLM service class peniod
LOCALPLEX,SYSPLEX execution velocity goal by WLM service class
period

1 i |3
01/30/2013 11:24:00 - 01,/30/2013 11:25:00 (3/3)

[ 100
HOTTSO.1 3

| | a5

| nya
TSOMED.2 [

| | a0

| nya
TSOREG.21¥ | | _— i

ﬁ.—
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Service Class in Workload Management r

SHARE

Teshaslogy - Garseelisns - Resulls
Welcome | Workload Man... ¥| System Status X | Resource Mon... X
Workload Management Help
Owverview | WLM Status X | View DEFAULT X
This service definition is installed and policy STANDARD is active =] Notes Switch To +
Service Classes
™l | Actions + Table view: Tree Saarch
Hame Period| Importa Durati Goal Type Response Percent Velocity CPU Resource Workloar
Filter Fiter  Fiter  Fiter Fiter e oL Cocal fopur Fiter
{(hhimmizstit} o Figer Fiter Fiter
Fiter
+| BATCH1 Mo BATC| =
+| BATCH2 No BATCI_
+| BATCHHI No BATCI
+| BATCHLOW No BATCI
+| BATCHMED No BATCI
+| BATCHRSP No BATCI
+| DISCRET No BATCI
&l | [=] HOTTSO No REGTSO TS0 3
7| = HOTTSO 1 1 Percentile Response Time 00:00:00.500 85 REGTSO TS0
+ IRLM No BATCI
+| OE No REGTSO OME
+ OMVS No BATCI
+ OMYSKERD No BATCI
+| PRDTSO No REGTSO =0 5
+| STCCMD No REGSTC STC
+] STCLO No BATCHWEL STC
+] STCSYS No HIGHPRTY 5TC
+ STORPROC No BATCI
ry TCMEVFER LY RATCI i
< | [T 3 o
Total: 62, Selected: 1 .. -
- SHARE
°
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Switch to Edit Mode

w w w

Welcome | Workload Man... | System Status | Resource Mon...

Workload Management

Owverview | WLM Status X | View DEFAULT X

This service definition is installed and policy STANDARD is active [Z] Notes

Service Classes

I_Fa ll—_'i | Actions = Table view: Tree

Hame Period| Importa Durati Goal Type
Fitter Filter Fitter Fitter Filter

+| BATCH1
+| BATCH2
+| BATCHHI
+| BATCHLOW
+| BATCHMED
+| BATCHRSP
+| DISCRET
%l (=] HOTTSO
m HOTTSO 1 1 Percentile Response Time
+ IRLM
+| OE
+ OMVS
+ OMWVSKERD
+| PROTSO
+| STCCMD
+] STCLO
+] STCSYS
+ STORPROC

4! _TCMEVER

w
X

Response Peroenti
Time Goal Goal
(hh:mm:ss.ttt) Filter

Fitter

00:00:00.500 95

< | ]

Total: 62, Selected: 1

Help

| Switch To = |

@ Service Definition Details

{1y Service Policies
Workloads

I Service Classes
Resource Groups
Report Classes
Classification Groups

{1y Classifications
Application Environments
Resources

Scheduling Envircnments

Messages
Editable Version of Service Definition
No REGTSO TS0 x._
REGTSO TS0
No BATCI
No REGTSO OME
No BATCI
No BATCI
No REGTSO =0 5
No REGSTC STC
No BATCHWEL STC
No HIGHPRTY 5TC
No BATCI
LY RATCI i

3

Y

Technalogy « Carsection: - Resulls
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Switch to

w

Welcome X || workload Man... X

Workload Management

Overview

Edit Mode

System Status x_ Resource Mon... 3’(_

WLM Status X | View DEFAULT X

Help

This service definition is installed and policy STANDARD is active Notes Switch To +
Service Classes
= Actions = Table view: Tree Search
Hame Period Importa Durati Goal Type Response Percent Velocity CPU Resource Workloar
Fitter Fiter  Fiter  Fiter Fiter et Jog] |- [ S A Filter
{hhammizstit} |0 Fiper Fiter Fiter
Fitter
BATCH1 No BATC| =
BATCHZ No BATCI
BATCHHI Warning No BATCI
BATCHLOW No BATCI
IZUW9B89W
BATCHMED You are going to modify the currently installed service Mo BATCI
BATCHRSP definition. Whgn you save any charjge, z{DSMF incorporates No BATCI
- your changes into the original service definition and -
DISCRE immediately installs the updated wversion into the /05 Mo BATCI
HOTTSO Workload Manager couple data set. No REGTSO T=0
HOTTSO : : GTS TS
- Do not show this message again. ZEElSE 2
IRLK No BATCI
OE Cancel ] No REGTSO OMVE
OMWS No BATCI
OMVSKERD No BATCI
PROTSO No REGTSO T50
STCCMD Ho REGSTC STC
STCLO No BATCHWEL STC
STCSYS No HIGHPRTY STC
STORPROC No BATCI
TCOEVER Mn RATCI >

4

Total: 62, Selected: 1

ﬁ.—

SHARE

Technalogy « Carsection: - Resulls

Message IZUW989W is
introduced with APAR
PM74925, available now.
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w

System Status ¥ | Resource Mon...

Workload Management Help

Owerview | WLM Status 3| Modify DEFAULT X

This service definition is installed and policy STANDARD is active = Notes Switch To +
Service Classes
D_‘. II___: @ | Actions = Table view: Tree Search
Hame Period| Importa Durati Goal Type Response Percent Velocity CPU Resource Workloar
Fitter Fiter  Fiter  Fiter  Fiter R ETTI T fouicaly B Fiter
{(hhimmizstit} o Figer Fiter Fiter
Fitter
+ * BATCH1 *No *[paT &
+ * BATCH2 * o * BaT
+| * BATCHHI * Mo * BaT
+ * BATCHLC * o * BaT
+| * BATCHME * N * BaT
+| *BATCHRS * Ng *[gaT| =
+ * DISCRET *No * BaT
L4l | =] */HoTTS0 * No REGTS0 *T50
= HOTTSO 1 ¥y * Percentile Response Tim | * 00:00.0050t ¥ 95 REGTSO TS0
+ * RLM *No *BaTl
+] *oE *No REGTS0 * o,
+ * omvs * Mo * BAT
+| * OMVSKEI *No * BAT
+ * PROTSO * Mo REGTSO *1s0
+| */sTCCMD *No REGSTC *[aTC
+ |* STCLO * o BATCHVEL | */sTC 7
4 L1} 3

Total: 62, Selected: 1

| Reapply Filter and Sort |

|?| Apply Reset | Cancell

o~

Technalogy « Carsection: - Resulls

‘SHARE

e o o* in San Francisco

2013

54



Switch to Related Workload 'y

SHARE

Technalogy « Carsection: - Resulls
Welcome | Workload Man... ¥| System Status X | Resource Mon... X
Workload Management Help
Owerview | WLM Status 3| Modify DEFAULT X
This service definition is installed and policy STANDARD is active =] Notes Switch To +
Service Classes
1 | ] | Actions = Table view: Tree Search
gk ogc ] 1
Hame Expand Type Response | Percent Velocity = CPU Resource Workloal
Filter Collapse Time Goal ! Goal | Goal Critical Group Fiter
New Period fihmamcss ti) \Filter |Fitter Fitter Fitter
i Fitter : ;
Cut to Clipboar i 1
+] *[BATCH P *No *BaT -
Copy to Clipboard (Tl
+ * BATCH L * o * BaT
Paste Periods
+ * BaTcH R * No * gar
ove Periods
+] */BATCH R *No * AT
elete...
+| ¥ BATCH *No *paT
g View Cross References ¥ | Resource Group REGTSO i i 3
x s Wiew Messages Workload TSO 12 e
#* #* *
*| " DISCRE View Performance of Selected | Classification R\!rré(sj of Classification TS0 No BAT
& [=] * HOTTS| Expand Al * No REGTSO * 150
E4 = HOTT, tentie Response Tm ¥ oo:00:00500 | % o5 REGTSO TS0
Collapse all
* * * |
S LAty New Service Class... D B
=] *oe Paste Service Classes * N REGTSO * o,
+ * oMvs ; * No * BaT
View Performance of All
# #* #*
- ONVSH Select All No BAT
#* #* #*
A PROTS ] Deselect All No REGTSO TS0
* : * *
* STCCM Configure Columns... No REGSTC STC
+ *[STCLO|  Madify Filters... * o BATCHVEL | */sTC 7
. I ;
Hide Filter Row
Total: 62, Selei
|W Clear Filters
eapply Filter )
_— Modify Sort...
|' oK | Apply Clear Sorts o0,
| J ) *
- SHARE
.
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Workloads

| Welcome | Workload Man... | System Status * || Resource Mon... ¥

Workload Management

Owerview | WLM Status x| Modify DEFAULT X

Workloads

[—Dl @ | Actions +
| Hame
Filter
| # appC
* BATCH
*cies
* omvs
|| *[sTC
&= *[Ts0

This service definition is installed and policy STANDARD is active

Description
l_FiIter
APPC —
Batch workload
Production CIC5
Unix System Services
STC
Normal TS0

Mezssages
Filter

Last Modified (GMT)

Fitter

l Mar 30, 2011 2:31:17 PM
Oct 16, 1993 11:58:16 AM
Oct 16, 1998 11:58:30 AM
Oct 16, 1993 12:01:03 PM
Oct 16, 1998 12:01:45 PM
Oct 16, 1985 12:01:52 PM

[Z] notes

Help

|. Switch To +

Search

Modified By

Fiter

; debug?
tage
tage
tage
tage
tage

* |

mn

_Tcl-tal: 6, Selected: 1

| Reapply Filter and Sort l

|. oK Apply Reset | Cancel

‘SHARE
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Link to Workload Metrics

w

Welcome | Workload Man... ¥| System Status X | Resource Mon... X

Workload Management

Owerview | WLM Status 3| Modify DEFAULT X

This service definition is installed and policy STANDARD is active [Z] Notes
Workloads
I_F,ZI ll__] | @ | Actions ¥
Hame Cut to Clipboard Messages Last Modified (GMT)
Fitter Copy to Clipboard Filtter Fitter
* ApPC Delete... Mar 30, 2011 2:31:17 PM
* BATCH View Cross References 4 Oct 16, 1988 11:58:18 AM
* s View Messages Oct 16, 1988 11:58:30 AM
* OMvs View Performance of Selected | Oct 16, 1985 12:01:03 PN
*gTC New... Oct 16, 1988 12:01:45 PN
Bl *[T1s0 Paste Oct 16, 1988 12:01:52 PM
View Performance of All @
[ select all
[ Deselect all

Configure Calumns...
Modify Filters...

Hide Filter Row
Clear Filters

Modify Sort...

Clear Sorts

Clear Search

Help

| Switch To

Search

Modified By
Filter
debug?

tage
tage
tage
tage
tage

< m

Total: 6, Selected: 1

| Reapply Filter and Sort l

|?l Apply Reset | Cancell
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Dashboard with WLM Workload Metrics

Welcome | Workload Man... X| System Status x_ Resource Mon...

Resource Monitoring

w
X

Help

Dashboards | WLM Service Class - LOCALPLEX = X || WLM Workload - LOCALPLEX @ X

WLM Workload - LOCALPLEX (Running)
Start Pause Save | Actions ¥

» Execution Velocity

sTcE | [ 100
SYSTEM [ e

BATCH® |0
oMvs®  |o
Tso® | |o

. [LOCALPLEX,SYSPLEX execution velocity by WLM worldoad

I

01/30/2013 13:47:00 - 01,/30/2013 13:48:00 (1/1)

» Response Time

sysTem | [ 0.019

omvsel |0
BATCH® | |0
Tso® | |o
sTc® | |o

. [LOCALPLEX,SYSPLEX response time by WLM workload

[l ¥

01/30/2013 13:47:00 - 01/30/2013 13:48:00 (1/1)

ﬁ.—
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User Customization of Dashboard used for
Linking

Welcome

w

* || Workload Man... | System Status X | Resource Mon...

Help

Resource Monitoring

Dashboards | WLM Service Class - LOCALPLEX = X || WLM Workload - LOCALPLEX @ X

WLM Workload - LOCALPLEX (Running)

Start  Pause Actions

» Execution Velocity » Response Time
STC ¥ 100 I 0.017
SYSTEM | | 0.016
SYSTEM I o7
lo
BATCH® | |0 oL
oMvs® | |o lo
BATCH [# I 0
Tso® | |o
0
TS50 [# I 0
o]
STCIk I 0
. [LOCALPLEX,SYSPLEX response time by WILM workload
. [LOCALPLEX,SYSPLEX execution velscity by WLM workioad [LOCALPLEX,SYSPLEX active time by WLM workload
01/30/2013 13:50:00 - 01/30/2013 13:51:00 (4/4) 01/30/2013 13:50:00 - 01/30/2013 13:51:00 (4/4)

ﬁ.—-

SHARE

Technglogy - Garogclisns - Resulls

The user can customize
dashboards opened by
Application Linking
and save them to the
Dashboards list.

=> In the future, the
Dashboard can be
opened directly in
Resource Monitoring,
using the Dashboards
list.

=>» Similar application
linking events will use
the saved dashboard.
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Conditions for Linking ”Af
between WLM and RM

* In the Workload Management task, the “View Performance ...” actions
and links are only available if the service definition in the View/Modify
tab is currently activated in the sysplex.

* |n the System Status task, the WLM related “View” actions (and
corresponding links) are only available if the selected resource is the
z/OS sysplex where z/OSMF is running in (local sysplex).

 |n a monitoring dashboard, the context menu icon is only visible if the
performance data is retrieved from the local sysplex and the chart is
related to WLM definitions, i.e.,
The resources in the chart are WLM service classes, service class periods,
report classes, or workloads.
or

The metric is filtered by a workscope of a WLM service class, service class
period, report class, or workload.

(Example: “% using by MVS image [BATCH,S]”, where “{BATCH,S}*-
means: filtered by workscope of service class “BATCH”) . SHARE

®e o «*® in San Francisco
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IBM z/0OS Management Facility £
Capacity Provisioning Task

« With zZOSMF R13 APAR PM74519 the Capacity Provisioning Task
can be used as a replacement of the Capacity Provisioning Control
Center.

View the domain status, active configuration and active policy
Full editing capability for Policies and Domain Configurations
Import/Export functionality
Install and Activate functionality
Copy/Paste support

Whole policies or
domain configurations
Single elements
No installation on local
workstation required

Multi User support

62 - SHARE
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Provision Manager Reports in z/ OSMF

IBM z/OS Management Facility

Qverview

System Details

* General

Configuration:
System:
Sysplex:
Status:
Default status:

~ Connection

Protocol/Port:

Address
Connection status
Status since
System status
Observation status
Running on CRC

* WLM

Service definition:
Policy:

e

Welcome || Capacity Pro...

Capacity Provisioning

X

Provisioning Manager

Provisioning Manager » Active Configuration b System Details

This page shows detailed information about the selected system.
All timestamps below are shown in GMT.

IRDG
IRDG
IRD4PLEX
B Enabled
B Enabled

HTTP/5988

Primary Host
boeird6.boeblingen.de.ibm.com
Available

Jan 18, 2013 7:15:50 AM
Sysplex valid

Observed

F35

WLMCPOS51
CPOPOLEL

63

IBM z/OS Management Facility

Welcome X | Capacity Pro... X

Capacity Provisioning
Overview | Provisioning Manager X

Provisioning Manager » Active Policy
Active Policy for Domain FCTRS

This page shows information about the active policy.
All timestamps below are shown in GMT.

Active policy: CHKW45E Status: [EEnabled
Actions ¥ |Table view: Tree

Type Name Status

Fitter Fitter (Fitter
-1 Policy CHKW456  [@Enabled

® Logical processor scope

—| Maximum processor scope

= Maximum processor limit P35
® Maximum processor limit ECL2
—| Rule RCHECKOU (& Enabled
-| Processor scope
® Processor limit P35
®m Processor limit ECLZ
-| Condition CCHECKOU  [ZEnabled
® Recurring time condition RTC Pending
-| Workload condition WORKLCPU
® Included service class  CPULOW

Total: 13, Selected: 0

\

SHARE

Technalogy « Carsection: - Resulls

IBM z/OS Management Facility

Welcome X | Capacity Pro... X

Capacity Provisioning

Cwerview | Provisioning Manager X

Provisioning Manager ¢ Domain Status
Domain Status for Domain FCTRS

This page shows information about the current state of the Provisionir
All imestamps below are shown in GMT.

Domain name: FCTRS

Provisioning Manager start time:  Jan 18, 2013 8:07:35 AM
Processing mode: Autonomic

Processing mode activation time:  Jan 18, 2013 8:07:36 AM
Configuration name: CPDFCT

Configuration activation time: Jan 17, 2013 1:03:32 PM
Policy name: 456

Policy activation time: Jan 17, 2013 1:27:05 PM
Code level: 13017

MSU limit: §999; zAAP limit: 77; zIP limit: 9959
MSU limit: §999; zAAP limit: 254, zIIP limit: 255
Default status: Enabled

MSU limit: 500; zAAP limit: 1; zIP limit: 1

MSU limit: 500; zAAP limit: 1; zIP limit: 1

Default status: Enabled

Start: Nov 13, 2012; End: Feb 28, 2013, Days: 20000{o0
System: Any in sysplex; Sysplex: IRD4PLEX

Service class: CPULOW,; Period: 1

| Refresh | Last refresh: Jan 18, 2013 12:39:43 PM local time (Jan 18, 2013 11:39:43 AM GMT)
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Domain Configuration Editing in zZOSMF =

SHARE

Technalogy « Carsection: - Resulls

IBM z/OS Management Facility

Welcome X | Capacity Pro... X

IBM z/OS Management Facility — Welcome bossuda

Capacity Provisioning

Welcome X | Capacity Pro... X Overview | Domain Configurations % || Modify CICSITEM X

CICSITEM » IRDS

Capacity Provisioning System IRDS

e e e | Policies | Domain Configurations ¢ Define the system to be monitored by the Provisioning Manager -
| i and a system name.
* System:
z : frDs -
Domain Configurations oa
Domain cenfigurations describe the managed CPCs and cbserved systems in a domain. IRDS
The list of domain configurations stored in the z2/OSMF repository (all timestamps below are e

# Default status:

& | Actions = |Enabled -
o Wiew .
; Nam = Activity Message + Primary host address:
iFilter ety Filter Fitter 9.152.87.209
: Delete... Y : ¥
EEe Copy 4 Warning Alternate host address:
HRPST rH31 R81 and P31 boeirds.boeblingen.de.ibm.com
| HRpyq  Install... rHg1 RE1 and PH
k &l TEST Export To File... * Protocol;
- HTTP -
MNew... o
Import ¥ | From Domain... + Port:
Activate... From File... LR 'T'
/] Select Al
[ Deselect All ~ Defined Systems
Cuni.:lgurle Columns... System Sysplex Default Status Primary Host Ad
Modify Filters... IRD4 IRD4PLEX |Enabled |9.152.87.208
Hide Filter Row IRDS IRD4PLEX |Enabled |9.152.57.209
Clear Filters
Total: 4 Modify Sort... ] (T
. i 1 [ ok || cancel
[ Refresh| Cl=ar Sorts 3 10:20:30 AM local time (Jan 18, 2013 9:20:30 AM G :
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Policy Editing in zOSMF __ | AR

IBM 2/0S Management Facility Welcome s Teehnsiagy - Garsgetisss - Resuls

Welcome X | Capacity Pro... XI

Capacity Provisioning

- -
i — i —— Overview |i Policies X|| Modify ATSHARE

Welcome | Capacity Pro... Xl
L ATSHARE » New Maximum Processor Limit
Capacity Provisioning Maximum Processor Limit New IBM 2/0S Management Facility
i Define the processor limit for a CPC. & processor limit places restrictions on tf™ =
| Palicies x! be activated for the CPC through all the policy rules and define the amount in| | Welcome 2| Capacity Pro... x|
: Capacity Provisioning
-~ * CPC:
Policies [c1] 0- “1{ IZUCP2287E: CPC name "C_1"cont |
Provisioning policies contain a set of time and workload o SR !! Mudr'_f“' ATSHARE |
The list of policies stored in the z/OSMF repository (all tim % Max. MSU: View
|0 2 : Bl ATSHARE ¥  Medify
& [ | Actions ¥ W = Rule RUL  Delete..
B - Copy
hII'J View A * Max. zAAP processors: Define a pr a processor scop
Modify |U 7 activated b New...
Fitter Fit i Peiie L
| — Delete... : e # Rule nam Description:
G o LI T ] * Max. ZIIP processors: RULEZ21 || Select Al lActivation of phys
B |U - [] Deselect All
Install... .
v : Configure Columns...
Export To File... # Primary activation (MSU): # Default st Modify Filters...
New... | 1 l%‘ ¥ iE_na_b Hide Filter Row
Import » | From Domain... Clear Filters
Activate... From File... # Secondary activations (MSU): Processor| Modify Sort...
{35 Clear Sorts
[] Select Al 1 =) _
@ [ﬁ | Actions ¥
[ Deselect Al ; ;
) OK || Cancel " CPC | Max. MSU Max. ZAAF
Configure Columns... ' - Processo
d % \Filter 1Fitter
Modify Filters... o ' Fitter
Hide Filter Row CPCB3 100
Clear Filters P33 100
Total: 1, Modify Sort...
Refresh|  Clear Sorts 5 10:06:29 AM local time (Jan 13, 2013 9:06:25 AM GMT) ‘
e®e
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Policy Editing Guided by Messages =
SHARF
Welcome | Capacity Pro... X
Help
Capacity Provisioning
Owvervie Policies View ATSHARE
ATSHARE i, 1 Messages | Switch to
= _ - A pDrovi Messages izioning
Welcome | Capacity Pro... * rules define the time periods in which additional c3
capacity. The maximum processcr scope restricts = Ceszo
scope defines the systems on which Capacity Froy Actions ¥ Search lts apply
Capacity Provisioning for these systems. Message ID o S
: o . Policy name:  Description: Fitter Fitter Fitter
ey Policies X /B ZUCP2633W  Max. MSU value 700 is greater Processor limit "CPCBE”
than Max. MSU value 500 in
L. Maximum Provisioning Scope
Policies
Provisioning policies caontain a se
The list of policies stored in the 2] Maximum Processor Scope | Logical Processor S ATSHARE b Rulel » CPCEA
B i o | MR Actions = Processor Limit CPC88
] 3 _ Define a processor limit for a CPC. A processor
, ! CPC Max. M50U IMa
P ! pcacielon . . Pra activated for the CPC through all the contained
iStarts with "A" | Fiter Fitter Filter .
550 Fiter
CPCa& 500
ASD2 Total: 1 * CPC:
ASD22 CPC38 -
ASD3
* Max. M5L:
ASD3 =
: , : 700 =
ASD4 {5 Being modified €& Error Jul 19, 2012 9:21:43 AM cliy
ASDS /0, Warning Jul 18, 2012 7:36:26 AM cxiangg # Max. zAAP processors:
ASDS Feb &, 2013 3.44:51 PM jbau 1 :
L ATSHARE Capacity Provisioning Demo Policy for {0y Warni Feb 6, 2013 3:38:44 PM jpau
a ;' * Max. zIIP processors:
e
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Navigation between Edit Elements

SHARE

Teshaglogy - Gerseclions - Results

IBM z/OS Management Facility Welcome b : Log out

I
Welcome X“ Capacity Pro... ?(|
. L

Help
Capacity Provisioning

Overview | Modify ATSHAR =
Switch to...

ATSHARE b RULE221

Click on a policy element in the policy outline below ta switch it.

ile . ) i, 2 Meszages | Switch to
RULE221 Palicy outline: : ges |
Define a provisioning rule th |[=] Policy ATSHARE l= the capacity that may be
activated by the conditions
-] Rule RULEZ22
# Rule name: T m— -
RULE221 m  Condition
-] Condition COND77
m Workload condition WCONDS9
# Default status: -/ Rule RULE221
2 Enabled m Condition COND331
-] Condition COND771
Processor Scope | Conditi = Workload condition WCOND991 1
" Actions +
! CPC 5
\Fiter IFi

| CPCB8
ol
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Import and Installation

Capacity Provisioning

Import Policy from Domain

Select a connection, then a domain and then the policy you want to import.

The field "Connection” shows all connections that are defined in the Provisioning

Manager tab.

# Connection:
boeirds: 5983 (HTTP)

# Domain:

FCTRS -
#* Policy:

|ROLLPI2 [~]
() Import

(@ Import with new name

# Policy name:
POLWZ

Replace existing policy with same name

[OK][CanceI][Help]

\Fitter ey

7 sTepd  Delete...
Copy...

Install...

Mew...
Import
Activate...

Export To File...

ioning [

Owverview | Policies X
Policies
Provisioning policies contain a set of time and workload co
The list of policies stored in the z/OSMF repository (all time
| | Actions =
Nam View Ac
Fiter | Modify Fite
| aTshd  Delete.. ioning Demo Policy
Copy...
Install...
Export To File...
-
New...
¢ Import » | From Domain...
Activate... From File...
[/ select All
TR R T (OO R TR TS TR IV AR T TW TN N TVIPTPIRS, PTLTPTTUTP IR WRETHT L U A e TV M P TR T TR LRI IE STRR R TPITR (N TRt TR TR T

Install Policy

Select a connection and then a domain vou want to install the policy ta.

Verify that the policy to be installed is correct.

Policy: ATSHARE

Description: Capacity Frovisioning Demao Policy for San Francisco Share
Last modified: Jan 18, 2013 11:32:53 AM

Maodified by: bossuda

The field "Connection” shows all connections that are defined in the Provisioning
Manager tab.

#* Connection:
boeird6:5988 (HTTF)

# Domain:
FCTRS -

wA:Activate policy immediately after successful installation

[OK][CanceI][Help]
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WLM, RMF, CPM Sessions TRARE

12792: Remote RMF Report Access — Hands-on Lab
Juergen Baumann
Monday 02/04, 3:00-4:00 PM, Union Square 23-24, Fourth Floor

- 13088: Workload Management Update for z/0OS V1.13 and V1.12
Brad D. Snyder
Tuesday 02/05, 4:30-5:30 PM, Yosemite C, Ballroom Level

« 13099: Capacity Provisioning Update for z/OS V1.13 and V1.12
Juergen Baumann,
Wednesday 02/06, 6:00-7:00 PM, Yosemite C, Ballroom Level

* 13089: RMF: The Latest and Greatest
Brad D. Snyder
Thursday 02/07, 8:00-9:00 AM, Yosemite C, Ballroom Level

« 13090: z/0S Workload Manager: What Are You Thinking
Brad D. Snyder
Thursday 02/07, 4:30-5:30 PM, Yosemite B, Ballroom Level
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z/OSMF SHARE Sessions — San Francisco

III

13059 9:30 - z/OSMF What is it? And why would | Anuja Deedwaniya Franciscan B,
10:30 want it? Ballroom Level
13052  2/5 12:15—-  Engaging Users and Reducing Toshiba Burns-Johnson Franciscan B,
1:15 Complexity: zZOSMF Project Usability Ballroom Level
Discussion
13061 2/6 1:30 — z/OSMF Advanced Functionality Anuja Deedwaniya Franciscan B,
2:30 Ballroom Level
13048 2/6 6:00 — z/OSMF Roundtable Anuja Deedwaniya Franciscan B,
7:00 Ballroom Level
13099 2/6 6:00 — Capacity Provisioning Update for Juergen Baumann Yosemite C,
7:00 z/0S 1.13 and 1.12 Ballroom Level
13082  2/7 8:00 — New z/OSMF Software Management Greg Daynes Franciscan B,
9:00 Capabilities Ballroom Level
13089  2/7 8:00 — RMF: The Latest and Greatest Brad Snyder Yosemite C,
9:00 Ballroom Level
13100 2/7 9:30 — Manage your Workloads and Juergen Baumann Yosemite C,
10:30 Performance with z OSMF Ballroom Level
12752  2/7 11:00 - z/OSMF Hands-On Lab Anuja Deedwaniya Union Square 23-
12:00 24, Fourth Floor
13040  2/7 4:30 — z/OSMF User Experience Doug Henry (US Bank) Imperial A,
5:30 Mary Anne Matyaz (U.S. Customs)  Ballroom Level

Anuja Deedwaniya(IBM)

12753  2/8 8:00 — z/OSMF Software Deployment Hands- Marna Walle
9:00 on Lab Greg Daynes 24, Fourth Floor

13070  2/8 8:00 — z/OSMF Software Management Greg Daynes Union Square 23-

I 9:00 Hands-on Lab 24, Fourth Floor

Union Square 23-
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IBM Corporation
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