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Agenda AL

= Intro
» IBM zBladeSizer and IBM zBladeEXTR

= What problem is being solved
—How are we solving it
—Input data and customer controls
—QOptimization

= Documented results

= Demo

| Q+A
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The Problem: Server Migration to the zBX ,..”...E

» Find an optimum solution to a
zBX server migration scenario

= Document the solution with a eevyreen
comprehensive set of reports
and graphs zBX Frame
= Rapidly investigate alternative Chasas
scenarios m M M
4 Complete your sessions evaluation online at SHARE.org/SFEval :'E.H'#ég'lfr‘andsr_n
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zBX Hardware Overview

1 to 8 nodes per Ensemble

2 TORs per Node

1 to 4 frames per node

1 to 2 BC per frame

1 to 14 blades per BC

Node

TOR

TOR

Frame

Customer SAN

Each BC connects to customer
SAN

41012 Links per BC

2, 4,8 Gb link speed

BladeCenter (BC)
2 10Ghis HZ5M
2 FC switches

Blade

Complete your sessions evaluation online at SHARE.org/SFEval

SHARE

Techme gy - (ra mcNarg - B

' SHARE

*s . «* in San Francisco




Systems configuration and
performance data collected by
zBladeEXTR (Power or x86)

Techline receives data and uses

g
SHARE
/ Web Servers Customer
Analytics geexee:jj S \ Site o \
s g » (" zBladeEXTR
App Servers / =
Server3
\ Serverd (] /

zBladeSizer to build a right-sized
zBX configuration.

Benefits:

* Rapidly generated solution

* Easy generation of a solution repart

* Interactive and easy to use

* Tailorable solution parameters:
* zBX hardware parameters
* Segregation of groups of

servers by application

|
1]
n

Questionnaire

Customization

h zBladeSizer

— e — — —— —

* Isolation of specific servers from others
* Resource demands mapped to a 24 hour profile configure an optimum zBX solution, not just peak

hour.

* A solution based on actual performance data including CPU, network and disk /O, and memory

6 Complete your sessions evaluation online at SHARE.org/SFEval
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IBM zBladeEXTR

= Extract intervals from collected performance data
—Customer can run zBladeEXTR and send file to IBM - OR -
—Zip and ship data * to IBM to run

= Validity checking
= Qutput a CSV and error/summary reports
= Prompted to fill out a questionnaire of customer business controls

= Help for data collection:
—data collection guide
—zBladeEXTR process wizard
—Support from the IBM ATS organization

* Performance Data Source:
— NMON data for System P
— SAR for System X server LINUX systems

i.."‘
- SHARE
* e« «® iNSan Francisco
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zBladeEXTR Data Gap Analysis -
p y _ . SHARE
_ _ _ = Navigation
Is this the right set of data for analysis? = Current status
= Step Detail
\=|zZBX Capacity Tool Extractor 1.1 Q@ﬁ
Data Gap Analysis
o —~
i A *W &
{ Collection Steps ) Help 'Dutpuf Log |'Ermr Log ? - 5 o il
Introduction umnmary EolE o o o E
[ Parser Selection files processed: 289 . 2 : ?'
[} Perf Collection files with errors:0 :
| | nraga0ot-1172137 |
D Data Gap Analysis messages from files:0 : o1 7128 |
il nraxa il I O I
[ server summary | koot SEMVer sUMmmary. 01172138 ||
[} Save Files erver Num Gaps : G
0011172137 ) | nragaoog11 721310 ||
raxa02-11.72.133 4 ||| mracaoos-11.720311 |
MEAgUF= T L T3 5 w | E
e e : | naxan0s-11.72436 |
nraxa005-11.72.13.11 2 | nraa007-11721315 Al
iraxa011-11.72.13.19 4 : |
|l nraxa019-192.168.50.10
nraxal18-192.168.50.10 2 Tl
nraxa020-192.168.50.11 1 | nraxal20-192.168.50.11
nraxa021-11.7213.25 3 A rraa0211721335 |
(| I [ | nraan26-11.721233 |
Cancel ‘ Back Hext
i. . *'.‘
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zBladeEXTR Questionnaire nn

Application Server Groups
Groups are used to demark business functions and priorities

Servers are assigned to a group,

and each group of servers can: Groups zBX
Servers , r \ blades
= Share blades D D
= Have different peak hours (or D

default)

= Have different CPU and
memory usage constraint
values (for warn and limit).

= Have different growth rates

= Order their placement on zBX
blades.

i- -*"
L ]
| _ - SHARE
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zBladeEXTR Questionnaire nn

Isolation Subgroups
Isolation subgroups separate servers

- -
. . . Group
= Define isolation
subgroups within a
group 5 c zBX
_ blades
= Servers in an B =
. . A E
isolation subgroup " " = |5
will NOT share a Isolation subgroup D
blade = o= =
D E
Servers D and E will not share a
§ blade
10 Complete your sessions evaluation online at SHARE.org/SFEval '...SHARE
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zBladeEXTR Questionnaire swame
Hardware

ri Hardware Definitions W
= Blade selection Blade ype used for P |PS701 6408 |~

—PS701 32,64,128GB S —
- E7'283O Blade Slots per chassis 14

64, 1 28, 1 92,2566 B Reserved blades perchassis [ 1]
Yirtual servers per blade Iiﬂi

Blade type used for X |E7-2830, 64GB |+

|5 this minimum or fixed?

1 Minimurm blade size

i# Fixed blade size

= Number of reserved blades
per chassis

Disk (Fibre Channel) Ghis FD # Links Warn % Limit % Calcd TPUT

- |/O paths (number OflinkS and Blade to Chassis FC switch [40 |« [2 [+] | 60 | 70] 5.600

link Speeds) ChassisFCswitchto SaN  [20  [w| [4 [w| | 60/ [ 70 5.600
Metwork
= |/O path usage constraints for iadeto ChassisHss [——Ts] 1=l & 3 -
each of the 5x2 connections ChassisHssMtoToR [0 Tw] [ J=] [ &3 [ 70 7.000
(10 total because the links are ToRtoNework [B00 T=] T =] [ 80 [ 7o | 336000
full duplex)
QK
Cancel

']
L R

: SHARE
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zBladeEXTR Questionnaire i
Capacity Planning Considerations

Specification Customize It
= Growth Rate _> By Group or Server
« Peak Hour Selection > Selected or Calculated
Maximum allowable
= Solution Constraints —

CPU and Memory %
by group, and disk and
network 1O bandwidth
% by configuration

‘-."‘
. e S oo | " . SHARE
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s )
zBladeSizer: How it Solves the Server Migration ...«
Problem o

= Data from server collection agents

= 24 hour statistical profiles each server, each resource
= Customer business controls

= Search for optimum solution

= Qutput best configuration
— graphs and analysis
— deliver report to customer

‘..."
- SHARE
* e« «® iNSan Francisco
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Optimization in zBladeSizer suu

= Resource supplies from hardware definitions and usage constraints
= Resource demands from server usage data (and growth rates)

= Supply and demand are matched to find the configuration with the least number of
blades

= The hybrid algorithm runs in parallel by solving each application server group
independently, then combines the group results into a final configuration
—For small sized groups, uses an exhaustive search
—For larger groups, uses a genetic algorithm
—Heuristics employed to reduce turnaround time

i.."‘
- SHARE
* e« «® iNSan Francisco

14 Complete your sessions evaluation online at SHARE.org/SFEval



Outputs from zBladeSizer swame

= Graphs and reports showing usage for 6 resources:
- CPU
—Memory
—disk read and write 10
—network read and write 10

= Shown by relevant hardware component,
—Blade, chassis (blade center), frame, node

= Shown by group and server
= Reports show the layout of the zBX with server to blade assignments

= Reports can be saved to disk as HTML for import into a word processor

: SHARE
* e« «® iNSan Francisco
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Server to Blade Assignments —_—

Techm gy - (oo mcuang - Saa o

= Sample main view of the application showing server to
group assignments and blade assignments

& |BM zBladeSizer: C:\CPSTOOLS\customerStudies\data\solved_demo1_withgrowth.xml
File Groups Servers Hardware Growth Options Qutput Help

Entzrprize Mame: Cemao Enterprize Study Mame: my study name
CHOOSE SEARCH OPTIOM TO FIND SERVER TO BLADE MAFPPING SOLUTIOM AT BASELINE (B8 BLAD
Validate Generate Custom Reset
USE RIGHT CLICK TO ASSIGM SERVERS TO GROUPS
SENers:
Row | Server - - | IPaddr - - | Group - - - - - | Blade - - - - | Mess
1 [LAPPO1 234183 DEFAULT Mode1.B.1.04
2 (LDBO1 1.2.3.103 DATABASE Mode1.B.1.05
3 (MBS01 34514 DEFAULT Mode1.B.1.04
4 (MB302 34515 DEFAULT Mode1.B.1.04
o IWASOT 345717 WAS - hot backup Model1.B.1.02
6 [WASDZ 34518 WAS : hot backup Mode1.B.1.01
7 [WMDB3S01 12314 DATABASE Mode1.B.1.06
8 WIMWASDA 23449 Was Mode1 R 101

' SHARE

*e . «* in San Francisco
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Servers on Blades

rs

= Sample report output showing server assignment to blades, by blade.
Also has isolation subgroup “hot backup”
_ Peak || Max Ne
Node Chassis j?“ﬂeﬂ Eil:jzl Sizing Group ;:];:;hrzzp Virtual Server S;;;:::: lI.-IIJ::::;s M:E Bu;w B'JE
M
Nodel El 01 P5701 WAS WHIWASDL 23449 1.04 8
P3701 WAS hot backup WASD 343518 0.17 4
02 P5701 WAS hot backup WASH 34517 0.46 4
03 P5701 DEFAULT appl 3.6.7.63 920 4
P5701 DEFAULT asprd 2349 0.14 16
P5701 DEFAULT rdblprod 6.7.8.13 2.60 36
04 P3701 DEFAULT appl 3.6.7.64 091 4
BeIn MEFATITT T ADPE 774102 noz Q
L] e L
: SHARE
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2 Sample Charts Following u

= CPU Usage by blade

—The highest average CPU usage is at 35%

—the CPU is relatively lightly used and does not stress the capacity of the
PS701

—one blade is very low usage, and that was because of the way the
groups were setup

= Memory usage by blade
—Can see how the memory has significant resource demands and
contributes to the sizing of the zBX
—All blades are sized identically

i. ."‘
- SHARE
* e« «® iNSan Francisco
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Example: CPU Each Blade SHARE

CPU Usage by Blade

40

30

W Percent Used

CPU Percent
=

10

:
Blade CPU Percent Sizing Group Peak Hour Was peak selected or calculated?
Usage
Node1.B.1.04 34.09% DATABASE 1 Calculated
Node1.B.1.03 29.90% DEFAULT 1 Calculated
Node1.B.1.02 29.85% DEFAULT 16 Calculated
Node1.B.1.05 28.77% DATABASE 1 Calculated
Node1.B.1.01 11.74% WAS 22 Calculated _s®=
19 cComplete your sessions evaluation online at SHARE.org/SFEval :'ﬁ!.-l#lSﬁEanciscﬂ



Example: Memory Each Blade SHARE

| Memory Usage by Blade I

120

100

BI] 4

B Percent Used — Capacity
— Limit Pct
—Warn Pct

Memory Percent

20+

o m
o =l
- &

o
m
-
(=]

M solEl

lade Address

i-."‘
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X86 Server Platform Identification

Techme gy - (ra mcNarg - B

« SAR data isn't as comprehensive as NMON, so we need to
identify the source server platform

» Using vendor data which may change to a different vendor
* Previous decisions are retained for a rapid restart
» Filtering dialog to provide assist

& |dentify All X86 Servers

Each X&6 server needs to have its source hardware platform identified. If zBlade Sizer has processed this serv
Hardware Description” will be populated with the last selection. If this server has not been processed before, 1
"Find Processor” button to launch the search dialog to identify what the source platform is. If you leave a Harnd
server will be removed from the zBlade Sizer input and the server will not be included in the study. If you cancel
process any of the input C5V file,
Current Hardware
Server Description Press to Choose
server! 1.1.1.1 HKEOM,IBM X7460 2 66,0.0 612 false Find Processor
senver2 /2222 HKEOM,IBM L5420,2.50.04 4 false Find Processor
serverd /3.3.3.3 KEOM,IBM E7-4820,2.0,0.0,8,16 true, 3950 X5 Find Processor
serverd /4444 CORE,IBM,i3-2120,3.3,0.0,2 2 false Find Processor
i- * ""
21 Complete your sessions evaluation online at SHARE.org/SFEval '
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Selecting the X86 platform

» Display gathered info
« Each column has an automatic filter

s

SHARE

Techm gy - (oo mcuang - Saa o

{ 4 Identify X86 Server

|

Server Properties:

server!/1.1.1.1

Property Value
memorywasroundedup true
cpustepping 1
cpuMIPS 533067
vendor Genuinelntel
serialnbr Whiware
name senver
cpulModelMame Intel(R) Xeon(R) CPLU XT460 @ 2.66GHzZ
modiask 0
lastdatetime 2012/02M15 00:00
memsize 3903

-

K86 Processor List:

RIGHT CLICK ON COLUMN HEADER TO ACTIVATE FILTER MENU. RIGHT CLICK ON ROW FOR SINGLE ITE!

22 Complete your sessions evaluation online at SHARE.org/SFEval

Processor Vendor Processor Clock Cache Cores Hur

Type Model {GHz) {MB) on Chip of C
ATHLOM CELL 44508 2.3 ] 2
ATHLOM DELL 5600B 249 0 2
ATHLOM FUJISTU Il %2 220 2.8 0 2
ATHLOM FUJISTU Il X2 255 31 0 2
ATHLOM FUJISTU Il X2 265 3.3 0 2
ATHLOM HP 16408 27 0 0
ATHI O HP ARO0+ 22 ] 0l

' SHARE
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= - H-ﬁtl i
Column filter, example using SHARE
Processor

XT460 @ 2.66GHzZ

Jl

e (Cascading
menu -for 4EADER T ACTIVATE FILTER e
choosing from sor [ Ciog] xsess

] . entries: 1 - 25 ¥| xes550
a big collection | enwies28-50 730

_ | entries: 51-75  »| ¥X7480

| enfries: 78- 100 M| x7542

— | entries: 101 - 125 | X7550

—| enfries: 126 - 150 k| X75680

— entries: 151 - 175 | XP

— enftries: 176 - 200 b| i3-2100
entries: 201 - 225 b| i3-2120
| entries: 228 - 250 k| j3-2130
entries: 251 - 275 M| i3-530
entries: 276 - 200 k| i3-540
entries: 201 - 325 k| j3-580
entries: 326 - 350 | xSeries 225
entries: 351 - 375 F| xSeries 235
entries: 376 - 400 M| xSeries 255
entries: 401 - 425 M| xSeries 235 (8678)
entries: 426 - 450 M| xSeries 235 (8830)
_ | enfries: 451 - 475 P| xSeries 343
| enfries: 476 - 500 M| xSeries 345
— entries: 501 - 525 | xSeries 260
entries: 526 - 550 P| xSeries 365 (B861)
enfries: 551 - 575 F| xSeries 365 (2862)
entries: 578 - 577 b

=
£

PITTTTT T TR faal

' SHARE
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s )
Plans for CY2013 SHARE

= Data Preview (example next slide), with interactive excludes
= Change P servers to use percent of blade (zBPCI) like X servers
= Combine P and X servers in the same study

= Secondary studies after a zBX already installed

— Phase 1: hardened, start counting beyond
— Phase 2: zManager for CPU, /O

= Summary by day

i.."‘
- SHARE
* e« «® iNSan Francisco
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Preview Data (v1.5 under development) IR

BT - Coamea g - Saam

] i Preview Data
Choose server: SEIVEr name FIP addr - RELATIVE TO:
X THIS SERVER -
Interactive Exclude
Server CPU: <server name= / IP addr DATA VIEW WIDTH:
4.0 - M
15
DAY OF WEEK FILTER
3.0
EXCLUDES AS LIST

i
o 2.5 4
P SHOW 24-HOUR PROFILES
-
= 20
o LINE OPTIONS
© 5.

1.0 ,Jul mh - [¥] SHOW MAX

ke o !

W SHOW AVG
0.0 , , , ,
15-May 16-May 17-May 18-May 19-May [L] STATS AS PROFILES
Date/Time

— CPU Usage — Maximum — 80th Percentile — Average

SHARE
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How to get started SHARE

EMAIL
zbladesz@us.ibm.com

inside IBM URLs
CPSTools : http://w3.ibm.com/support/americas/wsc/cpsproducts.html

zBladeSizer :
http://w3.ibm.com/support/techdocs/atsmastr.nsf/\Weblndex/PRS4966

Techline Request Generator:
http://w3-03.ibm.com/support/techline/na/trg/form.html

* Design Assessment (*not* System Design and Configuration)
* System z capacity (*not* HW: System z)
* Solution area is n/a

' SHARE
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zBladeSizer Addendum on Hybrid Optimization ...
Algorithm

= Constrained optimization problem, a search through solution space

= Possible solution set and feasible solution set, unconstrained search

= Group segregation to make parallel

= Group solution is a server to blade assignment

= Fitness score is the number of blades for a group, tie breaker std dev of CPU

= Genetic algorithm (GA) vs. exhaustive search for small groups

= The GA population as a parallel solver
—Ranking by fitness, cull by score
—Breeding and selection, cross over, mutation

= 24 hour profile and the six resources, supply [* constraints] and demand [* growth rates]
= Configuration build is a combination of groups and the application of additional constraints
= Multiple independent runs to improve solution space coverage

»
-- "
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