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Notes as part of the online handouts 

I have saved the PDF files for my presentations in such a way that all 
of the audience notes are available as you read the PDF file that you 
download. 
 
If there is a little balloon icon in the upper left hand corner of the slide 
then take your cursor and put it over the balloon and you will see the 
notes that I have made concerning the slide that you are viewing. 
 
This will usually give you more information than just what the slide 
contains. 
 
I hope this helps in your educational efforts! 
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Agenda for Session 13014 

1st Session 13014 – 11:00am – 12:00pm 
• Types and Components of Storage 
• Let’s talk Fibre Channel  
• FC Buffer Credits 
• Fabric Routing / Virtual Fabrics / Partitioning 
• Security / Zoning 

…. then continued in the 2nd session… 

2nd Session 13011 – 3:00pm – 4:00pm 
• History 
• Mainframe Terminology, Connectors, Cables, and Wavelengths 
• Addressing in FICON 
• ESCON Status, zHPF and NPIV 
• Buffer Credits, CUP, RMF, BC/DR Solutions 

 Brocade, Cisco and IBM Graphics are used throughout this presentation. 
3 © 2012-2013  Brocade & Cisco- For San Francisco's Spring SHARE 2013 Attendees 



Agenda for Session 13011 

Session 13011 
• History (DAVE) 
• Mainframe Terminology, Connectors, Cables, and Wavelengths 
• Addressing in FICON 
• ESCON Status, zHPF and NPIV 
• Buffer Credits, CUP, RMF, BC/DR Solutions 
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Agenda for Session 13011 

Session 13011 
• History 
• Terminology, Connectors, Cables, and Wavelengths 
• Addressing in FICON 
• ESCON Status, zHPF and NPIV 
• Buffer Credits, CUP, RMF, BC/DR Solutions 
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• “Fibre” is the protocol/architecture used to transport frames 
• As in “the fibre channel protocol” 

• “Fiber” is the glass cable used to attach connections 
• As in “the fiber cable” 

• Allows up to 16 million nodes of connectivity 

• Historically has used 8-bit/10-bit encoding/decoding to translate an 
8-bit byte of information to 10-bit format for serial transmission within 
the payload of a fibre channel frame 
• But 10Gbps and 16Gbps utilize 64b66b for more efficiency 

• Variable frame size with a maximum user payload of 2112 bytes. 

• Supports transfers of files that are blocked at up to 128MB in size. 

• Supports full duplex transmission 
• Simultaneous send and receive 
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SAN Terminology -- Definitions 
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Presenter
Presentation Notes
Why has Fibre Channel had such a big impact in the IT technical world?
 
Some of the Fibre Channel capabilities:
No emitted radio frequency signals (RFI), therefore immune to induced electromagnetic signals.
Low latency: hard disk access speed is measured in milliseconds (10-3), Fibre Channel cabling latency is measured in 10 microseconds (10-6) per 1 kilometer (a thousand times better), so no need to worry when dealing with storage latency.
Serial data transmission with a transfer speed of 0.94 nanoseconds (10-9) per bit.
c = 3 x 10^8 m/s   = 300 m/us  (in a vacuum) For glass, it's approximately 200m per us or about 5 us per km, one way
Error correction is a thousand times better than other traditional networks (10-12).
Congestion-free: Fibre Channel's credit-based flow control delivers data as fast as the destination buffer is able to receive it.
Modular architecture: five layers (FC-0 to FC-4) and each level does not define physical or programming interfaces between the other levels.
Packages data in packets and frames (each frame can hold 2112 bytes of payload).
Uses 8-bit/10-bit to translate 8-bit information to 10-bit format. (Uses running disparity)
Supports multiple upper-level protocols such as SCSI, SNMP, IEEE 802.2, and others.
Physical media independent (fiber optic, copper, and so on).
Supports full-duplex flow (simultaneous send and receive), even when SCSI command is a half-duplex command protocol.
Supports 24-bit addressing (up to 16 million devices).




• Light wavelengths in fiber are expressed in nanometers 

• Speed of light in fiber cable is 2/3rds the speed of light in a vacuum 
• Light travels at ~5 nanoseconds per meter (3.3 ft) of distance in glass 

• Multimode fiber is used for numerous frequencies which are all      
short-wave frequencies (62.5, 50 micron) of laser light. 
• Always used with short wave optics (transceivers) 
• Used for local distance connectivity (~33-1,640 feet...or...10-500 meters) 

• Single-mode fiber has a smaller core that allows only one 
frequency of light (9 micron) which is long-wave laser light. 
• Always used with long wave optics (transceivers) 
• This is used for longer distance connectivity (up to 15.5 miles or 25 km) 

• Optical power budgets, or link loss budgets, measured in decibels 
(dBs), are used to manage optical signal loss. 

8 

SAN Terminology -- Fiber Channel Link 
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Why Customers Use Mainframes 
• Organizations that run an IBM System z platform have unique 

business requirements. 

• They need a very powerful, highly available, robust and 
scalable environment that can support high-volume transaction 
processing with demanding batch windows and large, critical 
application portfolios.  

• There are tremendous opportunities (like private cloud computing) 
for leveraging the vast computing power of System z to help greatly 
simplify the computing environment while substantially reducing 
overall costs and power consumption.  

• All of this makes System z a critically important platform for the 
future of large enterprise-scale computing!  
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Mainframe Terminology 

Channel or Channel Path 
Identifier (CHPID)  

 
A physical connectivity port which 

is embedded in the mainframe 
processor’s channel system  

 
A CHPID will be either long wave 

or short wave and depending upon 
the installed channel card it could 

be 1Gbps, 2Gbps, 4Gbps or 
8Gbps referred to as FICON 
Express or FICON ExpressX 

(where X is 2, 4 or 8) 
 or FICON Express8S 

Up to 336 FICON CHPIDs on z9 / z10 
Up to 320 FICON CHPIDs on z196 
Up to 128 FICON CHPIDs on z114 
Up to 320 FICON CHPIDs on zEC12 
 
All CHPIDs on a channel card must 
be the same --  LX or SX – no mixture 

This is one 
CHPID 

System z 
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Logical Partitions (LPARs) 
 
• Available since 1988 this is a way of 

dividing up a mainframe’s capacity 
into Logical PARtitions and 
isolating each LPAR from every 
other LPAR to ensure RAS.  
 

• System 390 and zSeries could run 
up to 15 partitions per physical 
mainframe. 
 

• System z can run up to 60 partitions 
per physical mainframe. 

System z Mainframe (M/F) 

LPARs 

Each LPAR runs its own 
operating system and 
has some number of 

processors assigned to it as 
CPs and specialty engines 

Mainframe Terminology 
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Presenter
Presentation Notes
In computing, a logical partition, commonly called an LPAR, is a subset of computer's hardware resources, virtualized as a separate computer. In effect, a physical machine can be partitioned into multiple LPARs, each housing a separate operating system.



Channel Path 
 
The fiber between the channel and the storage subsystem, as well as 
the interface adapter on the subsystem and any interleaving directors 
 
 
A channel path can be a Direct Attached (Point-to-Point) path or it 
can be a switched path 

Mainframe Terminology 
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Presenter
Presentation Notes
A channel path is created through the use of a CHPID macro in HCD.



ESCON Channel Paths – 1990 
 

• This old protocol provides a circuit switched, unidirectional data 
transfer mechanism. 

• Once proprietary, it did become a FC standard – SBCON  

• Once a data transfer for an I/O from channel to subsystem or 
subsystem to channel has begun, no other I/O operations can 
employ the channel until that transfer has been completed. 

Mainframe Terminology 
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Presenter
Presentation Notes
ESCON Directors provided the very first Storage Area Networks (SANs) and allowed dynamic path connectivity through a switching device.

ESCON (Enterprise Systems Connection) is a data connection created by IBM, and is commonly used to connect their mainframe computers to peripheral devices such as disk storage and tape drives. ESCON is an optical fiber, half-duplex, serial interface. It originally operated at a rate of 10 Mbyte/s, which was later increased to 17Mbyte/s. The current maximum distance is 43 kilometers.

ESCON was introduced by IBM in the early 1990s. It replaced the older, slower (4.5 Mbyte/s), copper-based, parallel, Bus & Tag channel technology of 1960-1990 era mainframes. Optical fiber is smaller in diameter and weight, and hence could save installation costs. Space and labor could also be reduced when fewer physical links were required - due to ESCON's switching features. ESCON is being supplanted by the substantially faster FICON, which runs over Fibre Channel.
 




FICON Channel Paths - 2000 
 
• This newer but very mature protocol provides a robust packet 

switched, bi-directional data transfer mechanism. 

• System z10, z196, z114 and zEC12 can do up to 64 open 
exchanges unless zHPF is driving the I/O in which case ~600 OEs 
can be active. 

Mainframe Terminology 
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Presenter
Presentation Notes
FICON (Fibre Connection) is the IBM proprietary name for the ANSI FC-SB-3 Single-Byte Command Code Sets-3 Mapping Protocol for Fibre Channel (FC) protocol. It is a FC layer 4 protocol used to map both IBM’s antecedent (either ESCON or parallel) channel-to-control-unit cabling infrastructure and protocol onto standard FC services and infrastructure. The topology is fabric utilizing FC switches or directors. Valid rates include 1, 2, 4, and 8 Gigabit data rates at distances up to 100 km. FICON has replaced ESCON in current deployments because of FICON's technical superiority (especially its higher performance) and lower cost.



ESCON versus FICON I/O Protocol 

• ESCON among other things is: 
 

• Very old (September 1989) 
• Proprietary protocol / now SBCON 
• Half-Duplex at ~10-14 MBps 
• Maximum of about 1,200 IOps 
• Short distances of ~3-9 km 
• Restricted number of control units 

per channel - 15 
• Only 1,024 devices per channel 

allowed 
• No channel consolidation going 

from bus-tag to ESCON 
• Lots of multi-mode optical cables 

used for connectivity needed to be 
managed 

• FICON among other things is: 
 

• Most Current (December 2000) 
• FC Standards-based protocol 
• Full-Duplex at 130-1600 MBps 
• 23,000 (CCW) or 92,000 (TCW) IOps  
• Long distances of Local-to-25 km 
• Better use of the 15 control units 

than ESCON 
• 16,384 devices per channel are 

now allowed 
• Channel consolidation from 2:1 up 

to 16:1 when going to FICON 
• Fewer single-mode and/or multi-

mode cables are needed makes 
management easier 
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So What Is FICON (FIber CONnection)? 

• FICON has always been non-proprietary – based upon Fibre 
Channel Standards 

• FICON was a major technical improvement over ESCON and 
continues to mature and get better and faster all the time 

• Worldwide, there are still about ~20 to 30% of ESCON users that 
still need to completely migrate to FICON 
• The zEC12 mainframe does not host any ESCON CHPIDs 
• ESCON Directors will soon go to End of Support 

• Many factors are pushing end users towards FICON: 
• Mainframes are getting faster and more flexible 
• DASD and Tape storage is getting faster and faster 
• Customer requirements are much wider and deeper 
• IBM support for ESCON is waning 
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Single Virtual Storage (SVS): 
Multiple Virtual Storage (MVS)  

 
MVS was introduced in 1974, and it is 
often mentioned, even today, by old 

mainframer’s as their primary operating 
system 

 
MVS has become the de facto name 
for the mainframe operating system 

 
This z/OS ancestor was a 24-bit, 

virtualized, batch processing-oriented 
operating system that managed lots of 
memory and DASD space for its time. 

1971 / 1974 
S/390 Mainframe (M/F) 

SVS-MVS were 
early M/F operating 

systems that managed 
virtual resources 

MVS could be run in up to 15 
partitions on a M/F or could be 
intermixed with other operating 

systems  running in other LPARs 

Mainframe Terminology 
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Z Operating System (z/OS)  

Was introduced in 2000 when the 
zSeries mainframes became available. 

z/OS is a 64-bit server operating 
system, the latest IBM mainframe 

operating system, combining MVS and 
UNIX System Services (formerly known 
as MVS Open Edition, or OpenMVS). 

Starting in 2010, on z196 and z114, 
z/OS can directly connect and manage 
an IBM BladeCenter with Power 7 and 

IBM System x blades 

System z Mainframe (M/F) 

z/OS is the most current 
M/F operating system 

 that manages 
virtual resources 

z/OS can run in up 
to 60 partitions on a M/F 

or it can be intermixed with 
other operating systems  
running in other LPARs 

Mainframe Terminology 
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Transaction Processing Facility 
(TPF)  

 
This is a mature real-time operating 

system that processes many requests 
very quickly and runs on mainframes 

like zSeries and System z. 
 

Any company that needs to process 
very high volumes of transactions 

(hotels, airlines, cruise lines, etc.) often 
utilizes this operating system which 

requires very high availability. 

System z Mainframe (M/F) 

TPF usually runs on its 
own mainframe to help 
insure availability but 

it can run with other OS’s 

TPF is a risk adverse 
system that demands 

the highest performance 
and availability levels! 

Mainframe Terminology 
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Presenter
Presentation Notes
TFP is an IBM real-time operating system for mainframes descended from the IBM System/360 family, including zSeries and System z. The name is an initialism for Transaction Processing Facility.



Virtual Machine (VM)  
 

Officially called VM/ESA               
(Enterprise Systems Architecture),            

it is an operating system for mainframes 
that can host other operating systems, 

including z/OS and Linux.  
 

Each of the guest OS’s seems to have its 
own complete system of software and 

hardware resources (data storage, 
processor,…) but are actually sharing 

resources via VM services. 

System z Mainframe (M/F) 

VM runs other operating 
systems, such as Linux, 
 that are “guests” of the  

VM system 

Linux on the System z 
is most often run as a 
“guest” under VM and 
VM actually does the 
I/O on behalf of Linux 

Mainframe Terminology 
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Presenter
Presentation Notes
A virtual machine (VM) is a software implementation of a machine (i.e. a computer) that executes programs like a physical machine.



Linux On System z 
(zLinux)  

 
Linux on System z allows a customer to 
leverage their highly available, reliable 

and scalable mainframe along with their 
highly available and powerful FCP and 

FICON infrastructure capabilities 

A Linux administrator now simply 
administers Linux on a “Big Server” 

Linux has been running on System z since 
1999 – thirteen years ago! 

System z Mainframe (M/F) 

Linux on System z 
usually runs under VM 
but it can also run in its 

own partition(s) 

FICON channels in FCP 
mode for use with zLinux 
use the Queued Direct 
Input/Output (QDIO) 

I/O for communication 
with the operating system. 

Mainframe Terminology 
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Hardware Configuration 
Definitions (HCD) 
HCD provides an 

interactive interface that 
allows customers to define 
the hardware configuration 

for both a processor's 
channel subsystem and 
the OS running on the 

processor. 

There really is not a 
comparable facility in the 

distributed world. 

HCD is an element of z/OS that provides the 
interactive tool which is used to define  

the hardware configuration for both a processor's  
channel subsystem and the operating system  

running on the processor.  

Mainframe Terminology 
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Hardware Configuration Definition (HCD)
Define the mainframe’s computing and I/O environment

LP1-1

System z
LP2-2 LP3-3

AD B2 B6 BA

Example FICON IOCP

ID

RESOURCE PARTITION=(LP1,1),(LP2,2),(LP3,3)
CHIPID PATH=(AD),SHARED, SWITCH=01,TYPE=FC
CHIPID PATH=(B2),SHARED, SWITCH=01,TYPE=FC
CHIPID PATH=(B6),SHARED, SWITCH=01,TYPE=FC
CHIPID PATH=(BA),SHARED, SWITCH=01,TYPE=FC

CNTLUNIT CUNUMBER=5000, PATH (AD,B2,B6,BA),
UNITADD=((00,256)),LINK=(0114,0116,011A,011CLINK=(0114,0116,011A,011C),
CUADD=0,UNIT=2105

*

CNTLUNIT CUNUMBER=5700, PATH (AD,B2,B6,BA),
UNITADD=((00,256)),LINK=(0104,0106,010A,010CLINK=(0104,0106,010A,010C),
CUADD=7,UNIT=2105

IODEVICE
DevicesDevices

50005000--50FF50FF

DevicesDevices
DevicesDevices

FICONFICON
Switch.ID 01Switch.ID 01
Switch.@01Switch.@01

FICONFICON
Switch.ID 01Switch.ID 01
Switch.@01Switch.@01

LCULCU--77
LCULCU--nn

LCULCU--00

CU 5000CU 5000

CU
14 16 1A 1C

With 2-byte address
• Security required
• QSA is required
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Presenter
Presentation Notes
HCD�Hardware Configuration Definition (HCD) provides an interactive interface that allows you to define the hardware configuration for both a processor's channel subsystem and the operating system running on the processor.
 
The configuration you define with HCD may consist of multiple processors with multiple channel subsystems, each containing multiple partitions. HCD stores the entire configuration data in a central repository, the input/output definition file (IODF).
The IODF as single source for all hardware and software definitions for a multi-processor system eliminates the need to maintain several independent MVSCP or IOCP data sets. That means that you enter the information only once using an interactive dialog.
 
HCM�The z/OS and z/VM Hardware Configuration Manager (HCM) is a PC based client/server interface to HCD that combines the logical and physical aspects of hardware configuration management. In addition to the logical connections, you can also manage the physical aspects of a configuration. For example, you can effectively manage the flexibility offered by the FICON infrastructure (cabinet, cabling).
 
All updates to your configuration are done via HCM’s intuitive graphical user interface and, most important, due to the client/server relationship with HCD, all changes of the logical I/O configuration are written into the IODF and fully validated and checked for accuracy and completeness by HCD, thus avoiding unplanned system outages due to incorrect definitions.
 
For z/OS only, HCM also allows you to display operational data such as system status information and operate on the switch via an interface to the I/O Operations function of System Automation on the host.



                    Sysplex 
IBM's SYStems ComPLEX was 

introduced in 1990 as a platform for 
the MVS/ESA operating system for 

IBM mainframe servers. The sysplex 
consists of the computer or multiple 

computers that make up the 
Computer Electronics Complex 

(CEC). 

Parallel Sysplex is a Sysplex 
evolution providing a clustering 
architecture that has improved 
communication capabilities and 

supports more connected Central 
Processing Complexes (CPCs) and 
more copies of the operating system 

and is often deployed with a 
Workload Manager capability. 

Sysplex and Parallel Sysplex 

1 to 32 Mainframes 
A Parallel Sysplex provides a  

clustered environment to 
provide both parallelism for 

application processing as well 
as better reliability/availability 

Mainframe Terminology 
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Parallel Sysplex Processing – mainframe clustering 

• A sysplex is an innovative 
multi-system data-sharing 
technology 

• It is a collection of z/OS 
systems that cooperate, using 
certain hardware and software 
products, to process work 

• Provides direct concurrent 
read/write access to shared 
data from all processing nodes 
• No loss of data integrity  
• No performance penalty 

• Transactions and queries can 
be distributed for parallel 
execution based on available 
capacity and not restricted to a 
single node 
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Presenter
Presentation Notes
The Parallel Sysplex Coupling Facility (CF) is a processor (usually an LPAR) that stores crucial system information, usually configured on a separate device (like a business class mainframe in large environments). Use of the coupling facility increases the capacity for data sharing among systems and subsystems. Because it is used through both systems and subsystems, it also ensures data integrity and consistency throughout the sysplex.

The Server Time Protocol (STP) feature is designed to provide the capability for multiple servers and Coupling Facilities to maintain time synchronization with each other, replacing the old Sysplex Timer. The servers and Coupling Facilities that are capable of supporting Server Time Protocol start with the z890, z990, and all later servers.

Parallel Sysplex builds on the strength of System z servers by linking up to 32 images to create the industry’s most powerful commercial processing clustered system
 Every “cloned” application can run on every image
 Hardware and software can be maintained non-disruptively






Fibre Cable Fibre Cable 

Fibre Cable Fibre Cable 

MM / SM SM / MM 

SM / MM MM / SM 
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Open Systems compared to Mainframe 

Open Systems 

Disk 
Storage 
Adapter 

Server 
HBA 

FICON  
Express 
Channel 

Card 
Storage 
Adapter 

DASD 

Mainframe 

Path 

CHPID/Channel 

Optic 

2/4/8/16Gbps 
SX / LX 

Optic 

2/4/8Gbps 
LX / SX 

Optic 

2/4/8Gbps 
LX / SX 

Optic 

2/4/8Gbps 
SX / LX 

Uses Zoning, PDCM, Trunking and Virtual Fabrics 

Uses HCD, Zoning, PDCM, Trunking and Virtual Fabrics 

LUNs 

Volumes, Datasets, 
Unit Control Blocks 

(UCBs) 

Switch / Director 

2/4/8/10/16 Gbps 

2/4/8/10/16 Gbps 

Director / Switch 

HOSTS 

.. 
 

Multi-mode OM2 
50 micron 500mHz 
2/4 Gbps  

Multi-mode OM3 
50 micron 2000mHz 
2/4/8/10/16Gbps 

Single-mode OS1 
9 micron 
2/4/8/10/16Gbps ~ 10k 

Multi-mode OM4 
50 micron 4700mHz 
2/4/8/10/16Gbps 

25 
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Presentation Notes
The majority of mainframes ship with long wave optics which use single mode cables. Storage might still be using short wave optics and multimode cables. But more and more mainframe shops are converting to all long wave optics and single mode cabling.

The majority of distributed systems ship with short wave optics which use multimode cables. Storage almost always still uses short wave optics and multimode cables. But as link rates increase, long wave is becoming more interesting to these users even though it will cost more to deploy.  



Agenda for Session 13011 

Session 13011 
• History 
• Terminology, Connectors, Cables, and Wavelengths 
• Addressing in FICON (MIKE) 
• ESCON Status, zHPF and NPIV 
• Buffer Credits, CUP, RMF, BC/DR Solutions 
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FICON Traffic Routing – Single Switch 

• Mainframe uses static FCID-based routing for devices 
• CHPIDs 32 and D1 are connected to a single switch 
• Switch has statically defined domain of 0x2F 
• Host IOCDS or HCD defines route to devices 
• Specifying the CHPID(s) and corresponding output port 
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FICON Traffic Routing – Single Switch 

CHPID PATH=(CSS(0),D1),SHARED,                                * 
      PARTITION=((LPARMVSY),(LPARMVSX,LPARMVSA,LPARMVSB,VMLPAR* 
      02)),SWITCH=2F,PCHID=1B1,TYPE=FC 
CHPID PATH=(CSS(0),32),SHARED,                                * 
      PARTITION=((LPARMVSY),(LPARMVSX,LPARMVSA,LPARMVSB,VMLPAR* 
      02)),SWITCH=2F,PCHID=1B3,TYPE=FC 
 
 
CNTLUNIT CUNUMBR=0CC0,PATH=((CSS(0),D1,32)),                  * 
      LINK=((CSS(0),12,14)),                                  * 
      UNIT=2105,CUADD=B,UNITADD=((00,032)) 
 
CNTLUNIT CUNUMBR=0C00,PATH=((CSS(0),D1)),                     * 
      LINK=((CSS(0),C0)),                                     * 
      UNIT=2105,CUADD=C,UNITADD=((00,032)) 
 

• Mainframe uses static FCID-based routing for devices 
• CHPIDs 32 and D1 are connected to a single switch 
• Switch has statically defined domain of 0x2F 
• Host IOCDS or HCD defines route to devices 
• Specifying the CHPID(s) and corresponding output port 
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FICON Traffic Routing – Cascade 

• Mainframe two switch routing 
• CHPIDs 32 and D1 connected to a host-side switch (0x2F) 
• DASD is attached to a different switch (0x2E) 
• Host IOCDS or HCD defines route to devices 
 Specifying the CHPID(s) and corresponding output 

domain/port 
• Mainframe is “blind” to the the ISL 

CHPID PATH=(CSS(0),D1),SHARED,                                * 
      PARTITION=((LPARMVSY),(LPARMVSX,LPARMVSA,LPARMVSB,VMLPAR* 
      02)),SWITCH=2F,PCHID=1B1,TYPE=FC 
CHPID PATH=(CSS(0),32),SHARED,                                * 
      PARTITION=((LPARMVSY),(LPARMVSX,LPARMVSA,LPARMVSB,VMLPAR* 
      02)),SWITCH=2F,PCHID=1B3,TYPE=FC 
 
 
 
CNTLUNIT CUNUMBR=0CC0,PATH=((CSS(0),D1,32)),                  * 
      LINK=((CSS(0),2E12,2E14)),                              * 
      UNIT=2105,CUADD=B,UNITADD=((00,032)) 
 
CNTLUNIT CUNUMBR=0C00,PATH=((CSS(0),D1)),                     * 
      LINK=((CSS(0),2EC0)),                                   * 
      UNIT=2105,CUADD=C,UNITADD=((00,032)) 
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Agenda for Session 13011 

Session 13011 
• History 
• Terminology, Connectors, Cables, and Wavelengths 
• Addressing in FICON 
• ESCON Status, zHPF and NPIV 
• Buffer Credits, CUP, RMF, BC/DR Solutions 
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What Is Happening With ESCON? 
ESCON channels are being phased out! 

• It is IBM's intent for ESCON channels to be phased out! 

• Only 240 ESCON channels are supported on z196 and z114 

• And System z196 and z114 were the last mainframes to natively 
support ESCON channels 

• System zEC12 does not allow attachment of ESCON CHPIDs 

31 

It is time to move to a FICON Infrastructure!! 
…but… 

What about the old ESCON devices that you still use? 
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FICON to ESCON Converter 

Promotes FICON infrastructure modernization 

Preserves ESCON infrastructure investments 

Replaces ESCON directors, FICON bridge, 
and ESCON extenders 

32 
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Presentation Notes
Optica’s flagship products Prizm and Eclipz, 

FICON and ESCON channel products designed to:
  promote FICON infrastructure evolution 
  preserve ESCON legacy infrastructure investments
  protect data stored on ESCON infrastructures

Prizm
  FICON upgrades host ports and ESCON director replacement programs
  tremendous new storage growth, requires that the large legacy ESCON storage base is able to realize its full investment potential – often 10 years+



zHPF – High Performance FICON 
• Currently used for extended format data 

sets managed by Media Manager or by 
EXCP (DASD only – not tape) 

• Encapsulates multiple FICON CCWs into a 
single frame 

• z10, z196, z114 or zEC12 must be the host 

• Supported by the major storage vendors 

• Goal: Enhanced Performance 

33 

It was first introduced in 2008 

It continues to be enhanced 
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Node_Port ID Virtualization (NPIV) 

• NPIV extends virtualization to the channel path just as virtualization has 
been extended into so many other areas of the mainframe. 

• NPIV requires the use of switched-FICON fabrics that support NPIV 
standards. 

• NPIV will allow the sharing of a single physical FCP channel among many 
operating system images. (CHPID N_Port connected to a switch F_Port) 

• Once a physical path has been logged in, additional Fabric Discovery 
(FDISC) commands provide virtual addresses on that physical path which 
Linux can utilize to interleave I/O flow from many Linux guests onto a 
single physical path without creating serialization on that path 

• NPIV allows for full support of LUN masking and zoning by virtualizing the 
Fibre Channel identifiers. 

• IBM announced NPIV on Linux on System z in 2005 and today NPIV is 
supported on the System z9, z10, z196, z114 and zEC12.  

All Rights Reserved. © 2010-2013 Brocade Communications Systems, Inc. For 
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Presentation Notes
Each Linux on System Z image appears as if it has its own individual channel path when those images are in fact sharing and interleaving work across the available FCP channels. Since IBM began supporting NPIV on System z, adoption of Linux on System Z has grown significantly. 

In March 2011, in an IBM Linux on System z presentation, stated the following:
 Approximately 19% of MIPS that shipped on their z196s was for Linux on System Z implementations
32% of System z customers had IFLs installed
64% of IBMs top 100 System z accounts were using Linux on System z
3,000 Linux on System z applications are available to customers 

Implementation of NPIV on System z requires a switched architecture.



Node_Port ID Virtualization (NPIV) 

All Rights Reserved. © 2010-2013 Brocade Communications Systems, Inc. For 
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NPIV works 
only when using 
switched-FICON 

An example of System z 
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NPIV is a Standards-based Feature 
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Presentation Notes
When NPIV is deployed (NPIV always works between the mainframe channel path and a FC switching port) it allows one switching F_Port to be associated with multiple N_Port IDs, so that a physical fibre channel HBA (mainframe CHPID in FCP mode) can be shared across multiple guest operating systems (like Linux running under VM) in a virtual environment.

More bandwidth means more flexibility! Either run more Linux guests over the faster 8Gbps mainframe channels or use fewer 8G mainframe channels to run the same number of Linux guests that you did when using 4Gbps mainframe channels.



NPIV – Node_Port ID Virtualization  

• NPIV is standards based 

• NPIV is used on the mainframe when Linux utilizes FCP Ports 
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Agenda for Session 13011 

Session 13011 
• History 
• Terminology, Connectors, Cables, and Wavelengths 
• Addressing in FICON 
• ESCON Status, zHPF and NPIV 
• Buffer Credits, CUP, RMF, BC/DR Solutions 
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• Simple 4K write 
• Will not fit into 2 buffers because of headers for FC as well as SB3 

72  

Control 

Write 2048  2048  

76  

Status Accept 68  

Average = (76+2048+2048+72+68) / 5 = 862 Bytes 

Mainframe 
Number of Buffer Credits - Reality 
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      Control Unit Port (CUP) 

• CUP is a licensed feature for 
Brocade and comes with the 
firmware for Cisco 

• CUP is utilized for in-band 
management and FICON Director 
performance reporting up to the 
mainframe environment. 

• Port address 0xFE is always the 
port address exclusively defined 
for the CUP – but it can also be a 
physical port which cannot be 
used for connectivity when CUP is 
enabled. 

X 
X 

FE 

CUP should be deployed on every 
FICON Director! It allows you to provide 

the M/F environment with port 
performance information and buffer 

credit flow control information. 
2 ports could be lost when CUP is used! 

Mainframe Terminology 

39 © 2012-2013  Brocade & Cisco- For San Francisco's Spring SHARE 2013 Attendees 



FICON Director Activity Report With Frame Delay 

Fabric with zHPF Enabled 

Using Buffer Credits is how 
FC does Flow Control, 

also called “Frame Pacing” 

Indicators of Buffer Credit Starvation 

In the last 
15 minutes 

This port had a 
frame to send 

but did not 
have any 

Buffer Credits 
left to use 

to send them. 
 

And this 
happened 
270 times 
during the 
interval. 

And this is  
an ISL Link! 
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Presenter
Presentation Notes
FICON Director Activity Report:

Physical port address in hex.

What that port is attached to: CHP=CHPID; CU=Storage Control Unit; SWITCH=Switch ISL; CHP-H=CHPID that can talk to the CUP report to pull RMF statistics

The port and/or CU ID or CHPID ID that is using this port

Average Frame Pacing Delay: Like to see it zero. Each number increment means that the transmitter on this port ran out of buffer credits for at least 2.5 microseconds. The larger the number in this column the more of a performance problem is being felt. Zero does not indicate that BCs did not go to zero just that it never went to zero for 2.5 ms or longer.

Average Read Frame size

Average Transmitted Frame size

Read Bandwidth for this interval on this port

Write Bandwidth for this interval on this port

Error Count: Some type of error may be occurring but user will have to check their syslog to see what the actual error is. Like to see this as always zero.

In the header info is Interval: hh:mm:ss
RMF data is created on the mainframe as often as is specified in the interval. In this case every 15 minutes. This is a global setting so all RMF reports are created on this interval boundary. After the statistics are pulled the counters are reset to zero. So everytime a report is produced these are the delta numbers – this is what happened during the last interval and nothing else.

Cycle: What degree of granularity is desired in the reporting. In this case the cycle is 1 second reporting.



Two Data Centers 
Rapid Systems Disaster 

Recovery with “seconds” 
of Data Loss 

Disaster recovery for out of 
region interruptions 

Multi-site workloads can 
withstand site and/or 

storage failures 

Two Data Centers 
Systems remain active 

Continuous Availability 
within a Metropolitan 

Region 

Multi-tiered Solution for 
Protecting Data Centers 

Local/ Short Metro 
Distance 

Continuous Availability of 
Data within a Data Center 

Continuous access to 
data in the event of a 

storage subsystem outage  

Single Data Center 
Applications remain active 

Protecting Data Centers 
at 

Extended Distance 

Three Data Centers 
High availability for site 

disasters 
Disaster recovery for 

regional disasters 

A B 

C 

0 – 25 km 

Data Replication Services for 
Disaster Recovery and Business Continuance 

25 – 200 km Local to 1,000s km Automation of BC/DR 

 HUR / SRDF 

Synch 



Provisioning for Distance 
• The distance between two enterprise data centers 

could be within a campus, metro, or wide-area 
span. SAN extension solutions include: 

• FC Attachments: 
• Direct attached (dark fiber) connections 
• Wavelength services such as Dense Wavelength 

Division Multiplexing (DWDM) and Course 
Wavelength Division Multiplexing (CWDM) 

• Synchronous Optical Networking (SONET) and 
Synchronous Digital Hierarchy (SDH services)  

• Fibre Channel over IP (FCIP) 

• Direct fibre (up to 10km), DWDM (up to 300km with 
amplification), and CWDM (up to 100km) are 
typically meant for interconnecting SAN segments 
within metro or regional spans. SONET/SDH 
(thousands of kilometers) is meant for the national 
level and FCIP (ten of thousands of kilometers) is 
targeted toward global WAN ranges. 
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Presenter
Presentation Notes
Wavelength services and SONET/SDH services are Layer 1 services. This allows a broad range of network protocols that operate at layer 2 or higher to be transported over these services transparently.

Layer 2 has been about getting data to/from hosts on the same physical network. Storage networks can generally be thought of as a huge Layer 2 networks.
 
Layer 3 has been about getting data to/from hosts on different physical networks. This is often referred to as “routing”.



FICON Connectivity Between Data Centers 

• Buffer Credits and link speed help determine real maximum distances for 
all distance extension functionality except IP 

• DWDM with the RPQ (300km) requires special functionality 
• Vendors provide emulation capabilities for link performance 

10, 25, 30, 40 km possible 

40, 50, 80 km possible 

100 km for GDPS 

300 km possible 

Asynchronous – ~ 12,000 km 

Maximum IBM Supported Distances 

Asynchronous – ~ 12,000 km 

300 km possible 

300 km possible 
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We Hope You Have Been Informed 
and Entertained By This Presentation 

44 

This Is The End Of Part 2 
and the end of the  

SAN 101 and 102 Training 
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   SAN Sessions at SHARE this week  

Tuesday: 
Time-Session  
1100 – 12166:  What Every Mainframer Needs to Know About Networking 

Wednesday: 
Time-Session 
0800 - 13062:  FICON Channel Extension 
0930 – 13013: Datacenter SAN & LAN Networking Convergence 
1100 – 13117:  Best Practices For SAN Management - For Both Open and FICON  
1700 - 12734:  Enhanced Availability and IT Resilience: An Integrated TS7700 Grid 

Thursday: 
Time-Session 
0800 – 13010:  A First Look at the Inner Workings and Hidden Mechanisms of FICON 
0930 – 13009:  A Deeper Look Into the Inner Workings and Hidden Mechanisms of FICON Performance 
1300 – 13012:  Buzz Fibrechannel - To 16G and Beyond 
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   Mainframe/SAN Resources For You To Use 

46 

http://community.brocade.com/community/brocadeblogs/mainframe  
Visit Brocade’s Mainframe Blog Page at: 

Visit Brocade’s New Mainframe Communities Page at: 
http://community.brocade.com/community/forums/products_and_solutions/mainframe_solutions  

Visit Cisco’s Storage Networking Page at: 
http://www.cisco.com/en/US/products/hw/ps4159/index.html 
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      Please Fill Out Your Evaluation Forms!! 

 

This was session: 

    13011 
 

 

And Please Indicate On Those                                                 
Forms If There Are Other                                              
Presentations You Would                                                                         
Like To See In This Track                                             
At SHARE. 
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QR Code 

Thank You For 
Attending Today! 

5 = “Aw shucks. Thanks!” 
4 = “Mighty kind of you!” 
3 = “Glad you enjoyed this!” 
2 = “A Few Good Nuggets!” 
1 = “You Got a nice nap!” 

Presenter
Presentation Notes
Thank you for attending this session today!
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