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Automated Performance Management
Addressing Islands Of Automation

= Many technical platforms, components and core

technologies to manage

» Often each with it’'s own group of Subject Matter

Experts (SMEs)
» Potentially with it's own set of management tools

= The problems

» Complex SME tools with different User Interfaces
» SME tools that do not integrate or share information
= More difficult to navigate

= More difficult to do problem identification, isolation,
and resolution

» More challenging to automate corrective actions
without clearly defined integration

Recommendation — Where feasible pursue a more integrated approach

© 2013 IBM Corporation
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Where Automation?
Automation Many Occur At Many Levels

= Traditional z/OS console automation z/0S console
» Automated resource management Address spaces
Messages
= System start up and shut down Resource status
» Console message management — message suppression
» Resource and application management .
. Abend/fai ; Monitoring
enartaiiure managemen Resource monitor
= Subsystem support management Analytics
— WTORs - log management — archive management R_eal time
A , th L vei hnoloai History
utomation within monitoring and analysis technologies Alerts — messages
» Command and corrective action capabilities within tools
» Alerts and notifications
Event Management
= Event/Network management Event correlation
» Alerts, notifications and corrective actions managed by the Notification
“Manager of Managers” — example Netcool OMNIbus Correction
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A Goal For Many Shops
Make Systems Management More ‘Proactive’

= In many shops systems management tends to be done ‘ad hoc’

» Some alert generation — varies by shop
= Some shops very alert driven — many are not
» Often notification consists of ‘call the help desk’

= Many customers want to be more ‘proactive’

» Definition of proactive may vary

= Proactive for some installations may mean more rapid alert and
notification of technical and/or business application issues

= Proactive for some installations may mean notification prior to the
problem
— Alert when utilization indicates a potential issue in the future
— Alert when I'm within 90% of the wall

= Proactive may mean an automated workaround or resolution

© 2013 IBM Corporation
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What |Is Automated Performance Management?

= Exploiting and leveraging the intrinsic monitoring and management capabilities
of performance monitoring combined with event management and automation

» Make automation more powerful and robust by incorporating performance metrics into
automation routines

» Incorporate information from the application and/or subsystem performance level
» Incorporate systems and application knowledge of the staff into automation routines

= The benefits - Become more ‘proactive’
» Improved and more meaningful/timely alerts and notifications
» Improved understanding of systems and systems management
» Reduce the time for problem identification and isolation
» Improve MTTR (mean time to resolution)
» Where possible solve problems at machine speed

© 2013 IBM Corporation
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IBM System Automation Integrates With Monitoring And
Management e —
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Tivoli Enterprise Portal (The TEP)
Integrated Performance, Availability, And Systems

Management

Tivoli Enterprise Portal . @8 ° TEP is a common

enables integrated Tivoli Enterprise Portal user interface for
alert and automation (TEP) a variety of Tivoli

capabilities solutions

© 2013 IBM Corporation
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Leverage The Integration Capabilities Of The Tivoli
Enterprise Portal To Provide *Visualization”

specific to installation requirements

-
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Leverage Resource And Status Information From
System Automation

File Edit View Help
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Leverage Resource And Analysis Information From
OMEGAMON Monitoring
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Tivoli Enterprise Portal
Performance Automation Integrated Within The Portal

= The Portal provides manual commands and corrections
» ‘Take Action’ provides for manual command capability
» Commands may be predefined

= The Portal enables automated commands and corrections

» Implement machine speed corrective actions, issue alerts, and allow for
later human intervention

» Use for automated commands for dynamic subsystem management and
‘tweaks’ as the workload and system changes

» Two core types of automated actions
= Situations - Use for simple “fire and forget” type of scenarios

= Policies — Use for more sophisticated performance automation
scenarios

© 2013 IBM Corporation
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About Situations And Policies

= Situations are the building blocks of systems
management logic in the Tivoli Enterprise Portal (TEP)

» Situations may be used to highlight performance and availability
problems within key operating systems, subsystems, and
mission critical resources

» Situation logic may be distributed to the agent (IRA architecture)
= Situations typically run at the level of the agent (TEMA)

= Policies extend concepts established with situations and
add additional functionality to the TEP

» Situations remain the essential starting point
» Policies add additional function and flexibility
» Note - Policies run within the TEMS infrastructure

© 2013 IBM Corporation
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Situations - A Basic Example

Alert On DB2 Threads With More Than ‘n’ Getpages

@ Situations for - Detailed Thread Exception

i B &

IEH Detailed Thread Excepﬂon |

fr Formula \ Distribution | TP~ Expert Advice | 57 action | @ Unti

~Description

= & MvSDBE2
s KDP_W
i KDP_Y

Start/stop
situation

@ Ewy_Thiresr

\s@ Create Mew...

W Create Another..

@ Start Situation
g Stop Situation
4 Delete Situation

&= Associate
&F Dissociate

Distribution tab to specify where situation runs.
Expert advice is customizable.
Action tab to execute command.

sampling interval

ormula
Getpage
Count
LJ: 100 Specify alert criteria. o
This may include one or

multiple attribute criteria.

Click inside a cell of the formula editor to see a description of the attribute for that column
and to compose the expression,

Add a condition by clicking Add conditions and selecting the situations to emhbed or

a0

attributes you want to include. [ﬂ
Situstion Formula Capacity |i 5% [ Add conditions ... ] ’ Acvanced... ]
Sampling interval Sound State

[JEnable critical wav Critical - |

[@]x[]:ujzmz@jil

ol hh mm =3

[ Flay ] [ Edit...

)

[] Run &t startup

Specify severity and whether to

run at Omegamon startup
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Situations
‘Action’ To Perform Commands And Corrections

@ Situations for - Detailed Thread Exoeption m
Holp B o | £ Forrula || Distribution || P Epert .ﬂ\dvicel i) Acﬁon| i

[EH Detailed Thread Exception
= & Mvs DB2

~Action Selection

4y [BA Thread_sler () System Command () Universal Message
4 WDP_WTRE_Critical
s KDP_WTRE Warning L Systern Caommani

Ir.[b.é-'aE_if-'i:hread Alg‘t MWessage - &?DEE ThreadjExcept@.Plan Marme &{DEQ Thread_Exceptions Authorization

Attribute Substitution. ..

~Ifthe condition is true for more than one monitored item: ~

Where command
is executed

(%) Only take action on first tem |

Attribute substitution in
the command line

() Take action on each item

—Where should the Action be executed (perfarmed):
O Execute the Action at the Managed System (Lgent)

@ Execute the Action at the Managing Systern (TEMS)

~Ifthe condition stays true over multiple intervals:
@ Don't take action twice in & rowve (wait until stustion goes falze then true againg

() Take action in each interval

System commands may be executed when the situation is true

Examples of actions include:
DB2 thread kill command
Issuing messages to the console

Any valid z/OS console command
Issuing commands to drive notification

© 2013 IBM Corporation




Policies Expand The Concept Of Automated Performance
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- Pelmsziegeqety
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Lo

Tale action: -SET
SYSPARM

Wait until

ClICSplex_
DEZThreadHWM _
Critical is True

Agtion succeeded

If true issue console commands

=%

™

multiple
checks Check if the problem
= and steps is impacting CICS
| S
Edweard A oo [ Ik ] [ Cancel ] [ Apply ] [ Help ]

IV Moty

StartiStop
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Basic Policy - Example Scenario
ve A Situation Trigger Multiple Commands

~Faolicy Details

4 @ lBX&

|

Compatibility levels

Lnda Edit Workfl...

?T‘_'

i

W
W rkflow Editar |
Y 4 B X o o I P ey kY
orkflow components 47 dnet581 demo bas
Exterigion I Marne missing | g |
Genersl activiies | Emitter activities | [ _ )

]

A,
[HaH
S

Wait urtil a
situation is True

Evaluate a
situation now

Lot

Take action or

Wait until Demo_

|DB2_Alertis True|

|
Check for
DB2 Alert

Situation i

Action

Take action: LOG

This is...

Take action: LOG

"This i...

Issue second

command

Issue first
command

[ae]
Write message EI E m
I 4
Edward A Wood
IVMD\;T?; S?:r‘t.l’S‘top H ) H Apply H sl
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Take Action Options Within A Policy

rF % 4
—warkflow Editar

Q| f BRRX | v o

OHI GO TR RRERIS : -'r dneth81_demo_basic_pol - Granhar Yiew
| Extension I Mame missing | A
General activities | Emitter activities | = < Action Settings m
A
A & o
N | @ ~Action Selection
[EHaH ; : )
+r-.'@ Wait until Demo_ () Universal Message (&) Sy=stern Cormand
DBEZ AlertisTrue
Wait until 2 ~Systerm Command
situation is True £ | LOG 'This iz & test message - DB2 message SWaitOnSitustiond: DB2_Thread_Exceptions Plan_Mame' |

Situation is true

Attribute substitution in
the command line

~If multiple data items are returned

e

Evaluate a
situation now

Take the action at the agent
Which agent?
Where is the agent?

(%) Only take action on the first item

() Take action on each tem from activity: WaitonSituation |

Continue processing rowes on failure

—where should the action be executed

Take the aCtion at the TEMS (:) Execute the action at the agent that returned data for activity: |W&'rl0n5'rtuatiu:un1 |

Which TEMS?
Where is the TEMS?

{#) Execute the action at the TEMS

() Execute the action st | omecLhzLz |

dictates the appropriat ok J[ comcer |[ Hew |
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| I In the example the policy will:
|

Check the situation status

— L) .
@E 2 Action suceeeded _ﬂ—é Execute the first command
i Execute the second command
Wait until Demo_ Take action: LOG
DB2_Alert is True 'This i... ReStart

$HASP250 DNET145 PURGED -- (JOB KEY WAS C1C5C854)

e IEA989I SLIP TRAP ID=X33E MATCHED. JOBNAME Fjrst command 51.
Situation is true 'ngéﬁ FPEVO5111 DSNB HISTORY DATA SET WRAPPED, 4272 INTERVHLS STURED
LOG 'This is a test message - DB2 message ADHPLAN3’

Take action: LOG
This is...

LOG ' This is a second test message’ Second command

Restart
LEnZoYl SLiP TRAP ID=X33E MATCHED. JOBNAME=+idfsfiismmiiismiiil.

Note — The interval of LOGON First command
the situation will have LOG 'This is a test message - DB2 message ADHPLAN3'
an impact on the

duration of the policy LOG ' This is a second test message’ Second command

$HASP100 DNET581 ON TSOINRDR
$HASP373 DNET581 STARTED
IEF125I DNET581 - LOGGED ON - TIME=10.06.27

- © 2013 IBM Corporation



| IBM Software Group | Tivoli software

Policy Example
Multiple Situations, Multiple Commands

~Paolicy Details
_ Compatibility levels
@ aBBRXE [
Uﬂn Edit'uﬂ:rkﬂ... F'_Dliw narme Distriﬂjted Autn:u_start Save results Correlate by : U 2idle D ;
o %  DNETa81_DEMO_POLICY = [J HostHame 0 ame [
< u I Host Narme i
AW Host Address
—Workflove Editor Logical Application Group
: Uncarrelated f R
Y BB X o™ 1 PRy
| ar onx::ni;:pnnen"s e |= - Grapher View .
General activities ] Ernitter activities | e S 11]
dHags 5 5 Wait Lintil aler
E%ai;t_i?telllﬁ: -';-TEE “'\u:tinn succeeded Macsﬁ;iﬁﬁam Q_
Wait urtil a Stopped is True
situztion is True = Check
DB2 alert
Situation is true Sitliation Js frye :%
e Take action: LOG
Note — The DB2 alert and the MQ | TESTHE.
alert are independent events. Issue command Issue command
The same would apply for two
situations of the same agent type
or managed system. [se]
1 e | =2
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Policies Require An Understanding Of The
Monitoring Infrastructure

Windows

Distribution of policies requires a more complete > [TM TEMA | :
understanding of the monitoring topology . i_

What agentS? IIIIIIIIIIIIIIIIIIIIII
Agents on what platforms? r IIIIIIIIIIIIIIIIIIIIIIE
What TEMS? : UNIX :
TEMS on what platforms? . .
ITM TEMA | :
IIIIIIIIIIIIIIIIIIIIII ;

Linux
ITM TEMA

:| OMEGAMON

—». OMEGAMON |:
TEMA :

TEMA

:| OMEGAMON
: TEMA

~ < OMEGAMON |}

© 2013 IBM Corporation



| IBM Software Group | Tivoli software

Recommendations And Best Practices
Situations And Policies
What They Are And What They Are Not

= Situations And Policies — What they are
» Situations are the core alert building block of Tivoli monitoring

» Policies extend concepts established with situations and add additional functionality
to the TEP

» Policies expand the integrated command and control capabilities of the TEP
= Situations remain the essential starting point
» Policies add additional function and flexibility to situation capabilities

= Situations And Policies — What they are not

» The command capabilities of situations and policies are not a substitute for a full
function automation engine such as IBM System Automation

= Use situations and/or policies for basic detection and command/correction
scenarios

= Use situations and/or policies to drive SA automation execs when needed
= For more detailed scripts (such as REXX) and analysis use System Automation
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System Automation Integrated With OMEGAMON
Bi-directional Interfaces

!k

HasParent

= Use performance and availability information
for Automated Performance Management

» More metrics, more accurate decisions

» Sources: MVS, DB2, CICS, IMS, Network,
Webpshere, Websphere MQ, Storage
monitoring

Recover

MTR

= Provides APIs to communicate with
OMEGAMON monitors to

» Monitor OMEGAMON exceptions
» Monitor/manage situation status

» SOAP interface enables detailed
performance data interface to SA

Trap exceptions
Issue commands

OMEGAMON API

= Provides exception monitor based on the

! OMEGAMON for Monitor Resource concept
OMEGAMON for v DB2 » Monitors ,,interesting“ set of exceptions
MVS » Sets applicfationhhealth state based on
existence of such exceptions
OMEGAMON for CICS P

» Provides means to react and resolve

and IMS exceptional conditions
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OMEGAMON, IBM System Automation And The
Tivoli Enterprise Portal Provides SOAP Interface

[#] Enterprise Status - ITMDYDZ24 - SYSADMIN *4

[l situations for - Thread Activity B |

File Edit Wiew Help %00 | ” ” ” ” |
— S Forrula || CE Distribution | @) Expert Advice | 42 Action || () Until 1
A@-%- Db MEADM@EE Ll Thread Activity |
o Havigator = WMys DE2 ~Action Selection 1
3] T |Physica| ® Systern Command O Universal Message 1
B D71GRPDEZplexDSGROUP —— 1

DE81C:SP22:DB2
Thraad Activity

|SDap:CT_Execute,ﬂlename:test.xml

Starage Consumption Aftribute Substitution... | |

Systern Status L]

Detailed Thread Exception Ifthe condition is true for more than one monitored iterm: 1

Ll i 1

Lock Conflicts @® Only take action on first iterm |

Subsystern Management . _ )

= @ C:,IBMITM'CMS html =0l x|
2 Physical

| File  Edit Wiew Favorites Tools  Help | #

|1 Open Situation Count Hours 4 R

- |} |_,O Search |~ Folders | & 3 X ) | -

ATEMYTTMYCMS hkml

se the SOAP interface to
interrogate monitoring data and '
manage monitoring infrastructure

Example — use SOAP to

activate/deactivate situation alerts

14 KB #9L Styleshest 3/17/2010 1134 PM

NT_Log_Space_Loww | kshscsv . xsl 1 KB ®5L Skylesheet 31172010 1:34 PM
T A kshsrpk. sl 1KE ¥5L Styleshest 31712010 1:34 PM
Linus_alett LA | | | | ] =] kshsct.wsdl 3KE WSOL File 3/17/2010 1:34 PM
— [ kshixhubs. backup 1KE BACKUF File YILZ0LL 1236 FM A
B0 Demme_SE 2 kshichubs, el 1KE ¥ML Document 1/12{2011 1:29 PM a
.test.xml 1KE  ¥ML Document 1/13/2011 11,58 AM A
EUf_DBZ_Test
i
Sicio § e B test.xml - Notepad I =]
¥ : : ;
<CT_Activates ;l
<hubzsoaP<Hubs
<hnamesEw_Demo_sit < /names
<types situation< Types
<SCT_ACTivates
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SA / OMEGAMON Integration — Overview
SOAP Interface Enables Detailed Analysis

OMEGAVIEW screen /

TEP
TBSM/TEC
MVS consgle VTAM - —j
— j Applications —>
R\ [} OMEGAVIEW \
N TAF SLF
MVS
IMS
DB2 > Message/ | Oystem Automation
cICcs event traps < > AF/REMOTE
VTAM | ) 4 T Voice / beep
A 4
NetView i
WLM T ASCII Hosts
DAF
|
___________________ A 4
ouplin SYSB TEP
Facility Tivoli Enterprise 2 = \
Peer to peer Management Server ) . L
A 4 \
System Automation OMEGAMON XE
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Examples Of Automated Performance Management
Scenarios

z/0S example - possible z/OS looping task

» Monitored symptoms — high CPU loop index as measured by OMEGAMON >> WLM
missing goals >> high overall system CPU usage

» Automation response — adjust priority of problem task or if desired cancel the task

DB2 example - DB2 object lock conflict

» Monitored symptoms - long running SQL call >> high In-DB2 time >> longer
thread elapsed time

» Automation response - Increase priority of “owner” (as determined by automation) >>
“Kill” problem thread
IMS example - High IMS message region occupancy time

» Monitored symptoms - IMS transactions queued >> longer IMS transaction
scheduling time >> longer IMS response time >> lower IMS transaction processing
rate

» Automation response — automation starts additional message regions to handle
workload >> issue IMS commands to adjust classes
MQ example - Lower MQ message input rate >>

» Monitored symptoms - Higher MQ message queue depth >> lower transaction
processing rate >> longer CICS/IMS transaction response time

» Automation response — issue calls to assess potential bottlenecks in CICS/IMS
processing >> automation action based on results
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An OMEGAMON DB2 Situation Example
Addressing A “Runaway” DB2 Thread

e il situation logic has detected a
possible runaway DB2 thread

w

(%) System Cammand () Universal Message )82@ £E

-Bystem Command ' |III:$E
J |

S/DE2_Thread_Exceptions.Cancel _Command} System command may be executed
when the situation is true

& Farmula | Distribution | TP Expert Advice | -7 Action

-Action Selection

~Ifthe condition is true for more than one monitored item:

(%) Only take action on first tem

Example — DB2 thread kill command

() Take action on each tem

“Where should the Action be executed (perfarmed):-
Sl | (3) Execute the Action at the Managed System (Agent)

O Execute the Actidn st the Managing System (TEMS)

| @ Select attribute

-Ifthe condition #ays true over

n twice in a ro

-Attribute Group I ~Attribute lterg
DE2 Thread Exceptions

Archive T Wait COMMAND INPUT ===> _ SCROLL ===>
Ay ous Pagd
ALt ion Identif

each interval

Commit Coaunt
ormmit Batic

Where command
is executed

Command result

5 DFS9961 *IMS READYx IVP1
3 ISTEXC200 - DYN COMMANDS MAY BE ENTERED

KK K K K K K KK K K XK KKK KKK BOTTOM OF DATE 5 % 5K 5K 3K K K K 5K 3K 3 K 5 5K XK 5 K 3 X K K K K K KK KKK K
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z/OS Example

zIIP Processor CPU Resource Utilization Alert
Alert When zIIP Utilization Is High For zIIP Dependent Workload

Hip B &

------ & [Ew_DB2_2N

to track key tasks

IE'-I' Address Space Owverview
' Aler

Use wild card functions

fr Fomula ] Distribution TP Euxpert Advice
In this example the situation will fire if zIIP

Urtil

L]

&1 Advanced Situation Options

|'8ituati|:|n Fersistence

Conzecutive true zamples:

Situation Persiztence ] Dizplay ltem |

Consider using the
persistence option
to filter out outliers

)

nts the number of processors

over the interval. The value can exceed 100%. The maximum value is » 00%, where n
assigned to the LFAR ar image.

B (CPLUs)
|Wm and unknawn x

=1

Formula Capacity _ 3%

ol o} 0}

ddd hh mm sz

[ Add conditions. .. l Advanced...
g interval Sound Ste
[]Enable critical waw ¥ Critical [ ~|

| Play | [ Edi. |

Run at startup

© 2013 IBM Corporation

oo utilization is high for the given workload (in
this case DB2 DDF) or if a high percentage of
work is spilling over to general CPs.

~Formula o 4

Joh IFA IFA on CP
Marme Percent Percent

[I]:: DDF = 30.0 =40.0 m

[wda)== DDF = (0.0

(3]

) u
n CP The percentage of CPU utilized by tasks performing IFA woark in the address [~
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CICS Application Performance Example
Monitor CICS Transaction Response And Highlight High DB Wait

& B &

I@- CICSplex_DB24bort_ % arming w
I@l CICSplex_DB24tackhed_Critical
I@l CICSplex_DB24tached_wWarning

~Description

£ Formula | Digtribution P Expert Advice

=7 Action

Until

I@ CICSplew_DB2ManT hreadsz_ Critical
iy CICSples_DE2MaxThreads_Warning
« il ClCSplex_DB25hutdown_Critical
wdln CICS ples_DB 25 hutdown_w arming
< dgs CICSples_DB2T hreadHwM_Critical
< i CICSples_DB2T hreadHwM_Warming

Gervi

~Formula

Using the PPS CICSplex_delay_in_Database as an
example, create an alert that will highlight poor response

I@- CICSplex_DB2T hreadllse_Critical

Average Response Ti...

time due to high wait time in database (either IMS or DB2).

I@- CICSplex_DB2T hreadllse_warning

B Performance % Wiait % Wiait Transaction Average
g E:EED:ELEE%E{L&'“C?' Index an DL on DRB2 D Response Time
ples_ ait_\ arning (1 J=1.00 = 40 == ABC = 00:00:02 A
l@? CICSplew_DBCTLAct_Critical L4 (2 ]-1.00 = a0 = WL = 00:00:02 u
- CICSplex_DBCTLAC Warring =D =

- ign [CICS plex_delay_in_Database]
i CICSplex_delay_in_MQSeries
I@ CICSples_delay_within_CICS
I@- CICSples_DuaR_Critical
i CICSples_DJAR_Wwarning
r-iEn CICSples_DLIDME_Critical
r-ign CICSplex_DLIDME W arning
i .-,;E., CICSples DLIEMQ Critical

Note These metrics may also be

detected by System Automation

(]
Make the alert sensitive by tran =
- average time in milliseconds taken to Iy
code or WLM service class. terval. This average is calculated by =8
adding the response time of each task within a service class and dividing the sum
by the total numhber of completed tasks during the collection interval. The value
format i1z a positive integer, maximum 4 bytes. [
Transfering data from tivteps. demopkg.ibr.com... l;::-
Situation Farmula Capacity _ Add canditions. .. ] ’ Advanced... l

via the SOAP interface
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IMS Application Performance Example
Situations To Monitor Response Time

€] Situations for - IMS Response Time Analysis (RTA)

H e B g

IEH M= Response Time Analysis (RTA)
= & M3
d [BARTA Tran_Alert

f Formula \ Distribution || P Expert Advice || 277 Action || i Until|

Using boolean logic allows the

alert to be application sensitive.

This assumes that the KOIGBLxx
macro is customized.

A single situation can handle

~Description
~Formula
R1 RTA
Time Group
(Secs) Marme
(1 J= 0.0200 == PART'
(2 J= 0.0300 == "SYSTEM'

#] Select condition

Condition Type

(o) Aftribute Comparizian
Consider alerting
on RO versus R1
response time.
RO only
considers Input
Queue and
processing time,
and excludes
outqueue time.

multiple application groups, if
needed.

Note — this is the

RTA group name

~Attribute Iterm

=10
Input Queue Time (Secs )

h%'S Systermn

Originating System [dentifier
Output Queue Time (Secs )
Processing Time (Secs.)

Prograrm Input Queue Time (Secs )
RO Tirme (Secs )

R Tirme (Secs )

RTA Group Marme

RTA Group Mumber

=Y SPlex Identifier

Note - These metrics may also be
detected by System Automation
via the SOAP interface

d selecting the situations to

Alel conditicl

State
able critical way ’V Critical [~ |
- I

® Consider using the persistence

option to filter out outliers
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Other Examples Of Common z/OS Ciritical

Performance Metrics
WebSphere MQ CICS
Queue depth Transaction response time
Message send/receive rate Transaction rate
DLQ depth Region CPU rate
Channel status and performance File 1/0 count
String waits
z/0S Abend messages
System CPU rate
Paging rate WebSphere
WLM Performance Index Method call count and elapsed time
DASD I/0O MSR time and rate Heap size
Critical console messages Garbage collection
Connection pool utilization

Network
Network Connection status and performance
Network interface utilization
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Situations
General Recommendations And Rules Of Thumb

Make situations Meaningful, Actionable, and Useful

Meaningful situations
» Situation naming is flexible — make the names understandable
» Adopt a situation naming convention
= Makes it easier to identify customer created versus product provided situations

Actionable situations
» Have appropriate notification
= A workspace with an alert icon, command/message notification
» As a standard have expert advice
» Have pre-defined take actions where appropriate

Useful situations
» Eliminate phony alert indicators — tune out the noise

» If an alert situation fires it should indicate an actual issue
= An alert, an owner, and a consequence
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Additional Situation Considerations And
Recommendations

Use the Product Provided Situations as examples or templates
» Customization to user-created situations

When creating and deploying a set of situations consider

» The number of situations being deployed

» The number of managed systems (i.e. z/OS LPARs and CICS tasks)
» Refresh frequency of the situations

Consider carefully the number of required situations
» Use boolean logic to reduce the number of needed situations
» Do not automatically make a warning alert to go with each critical alert
= Create a warning if it will allow time to address an issue before going critical
» Use managed system lists to send the right situations to the right managed systems

Be aware of the situation refresh rates

» Multiple situations on the same table with the same refresh rate may be optimized by the
infrastructure

» Potential to reduce monitoring overhead if done appropriately
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Policies And System Automation
Recommendations And Rules Of Thumb

= Policies are not a substitute for System Automation and REXX
command script capabilities

» Policies work well as an extension of situation capabilities
» Policies work well to manage start/stop of situation logic
» Policies work well to issue multiple actions and “feed” other tools

= IBM System Automation
» Use for full function automation logic and routines
= REXX exec script capabilities
» Use for more complex logic and actions

» Exploit the ability of the SOAP interface to pull in key performance
metrics from OMEGAMON
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Example - Using A Policy To Manage Situations
Based Upon Time Of Day Requirements

Overseer policy to start situations Overseer policy to stop situations

Situation is true %ﬁ . L %@
St i i Si
art situation L
PSI_IHT_4_ = SF:[gliJ lsﬁﬁrat:lnn
Depth_High R Al _&_
“{fe Depth_High
- Wait until
_,4-:,} Cwverseer_Mon_|
*-’@ to_Fri_08_to_17 (0N IS trU
isTrue o
Wait until Wait urtil
Overseer_Maon_ Overseer_Mon_
to_Fri_08 to_17 to_Fri_08_to_17
is True is False
l\ i %@ Stung is false %@
Start situation Sptg F 'IsliEFJrat;un
PSI_IHT_3 ARl_a_
th_High i i - - Depth_High
Depth_High Use policies to start/stop situations based on 2pth_Hig

a variety of criteria
Time of day

Start specific analysis situations
and more.....
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Roadmap
Automated Performance Management

= Use a building block approach

Situations - Start with identification and definition of situation alerts
» Meaningful alerts that represent true potential issues
» Use the analysis to identify critical monitoring metrics

Policies — Use policies where appropriate
» Situation management and correlation
» Issuing commands for basic performance/availability issues

Visualization — Define useful Tivoli Portal views
» Customize screens in the Portal for specific audiences
= Operations, applications, management

System Automation — exploit the power of integration
» Define example performance automation management scenarios
» Leverage the process as a template for additional scenarios
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Summary

= The IBM Monitoring And Automation suite provides powerful automation
capabilities in multiple core technologies

» IBM System Automation console management
» IBM Tivoli OMEGAMON monitoring
» IBM Netcool OMNIbus network monitoring and management
= Automated Performance Management leverages the intrinsic integration
capabilities of the IBM technologies
» Automation integration with monitoring
» Integrated monitoring and management (including cross platform)

= Leverage Automated Performance Management to improve problem
isolation and MTTR

» Understand the unique capabilities of OMEGAMON and the Tivoli Portal
» Use a building block approach to grow management logic over time
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Check Out My Blog
http://tivoliwithaz.blogs

t.com

@ Tivoli With A z - Microsoft Internet Explorer

File Edit View Favorites Tools Help

eBack 57 e 52 @ @ ih psaard’w \‘?,nt{Favormes @ ngv J__; % |_J [Im ﬁ

Address @ http: /ftivoliwithaz.blogspot. com/
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This is a blog to discuss what is happening in the area of IBM z/Series, Tivoli,
OMEGAMON monitoring, System Automation, and other relevant IBM Tivoli
technology for z/OS performance and availability management.

Ed Woods
IBM Corporation

¥ B

Snagit i m‘

Friday, February 5, 2010

OMEGAMON DB2 Near Term History

OMEGAMON DB2 has a very useful Near Term History (NTH)
function. NTH provides an easy way to be able to retrieve and
review DB2 Accounting and Statistics records from the past few
hours of DB2 processing. The data is stored in a set of VSAM files
allocated to the OMEGAMON collection task. How far back the
history goes depends upon the size of the files and the amount
of data being written to these files. Now some of the data
volume is driven by the DB2 workload activity. Accounting
records are typically written when a DB2 thread terminates
processing, and it is the Accounting data that is often looked at
by the analyst when studying what DB2 applications have been
doing. Statistics records are created on a time interval basis.
Usually, you will have much more accounting data than statistics
data. Also, OMEGAMON has the ability to pull in additional trace
IFCIDs to get information on things such as dynamic SQL
activity.

To understand the amount of data being gathered by NTH, there
are displays that show the number of records written to the NTH files, by type. In the example I show, you see an example of
common NTH settings/options, and then you see the record count in the NTH record information display. If you look carefully
you see that 'Perf-Dyn SQL' has a lot of records written relative to the other record types. This is a good way to understand
the impact of enabling certain collection options, such as dynamic SQL collection, and see how many trace records are being
gathered, as a result.

Posted by Ed Woods at 3:13 PM 0 comments [

ED WOODS

I'm an IT Specialist with IBM Corporation supporting
Tivoli Performance solutions on z/0S. Please note that
comments made on this blog are my own, and do not
necessarily reflect the position of IBM Corporation.

View my complete profile

Links To My Articles

DB2 Thread Situations

OM XE For Mainframe Networks
Situation usage and best practices
Situation best practices - part 2

Article on policy automation
Article on monitoring DB2 dynamic SQL

IMS historical performance analysis

Useful Links

Link to IBM Tivoli product information

Link To Tivoli User Group

Link to OPAL
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