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Abstract / Agenda

 This session will discuss the different networking
alternatives for running Oracle RAC databases on Linux on
System z.

 Alternatives include VSWITCH both in active and passive
mode with Link aggregation.

 Linux bonding and Oracle's HAIP Redundant Interconnect
« Support of the Oracle Database on Red Hat 6
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Networking Design with Linux on System z s )

Technglogy -« Corneclions - Resulls

- High Availability Network designs are important not only for
Oracle RAC but for Configurations with Applications
connecting to Oracle databases running on System z.
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Supported Oracle RAC Configurations Linux on System z

IBM zSeries Server IBM System z Certified and supported
Linux Processor on certified distributions of
Architecture Linux running natively in

LPAR or as a guest OS in
z/VM virtual machines,
deployed on IBM System
Z 64-bit servers

Network *VLAN within one
Interconnect | System z Ethernet
Technologies | over Gigabit OSA
card for two System z

*HyperSockets

Source: hitp://www.oracle.com/technetwork/database/clustering/tech-generic-linux-new- 08676§mRE
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Oracle Virtualization Support Policy: S B

B
17 Orade Linux Support Policies for Virtualization and Emulation [ID 417770.1] To Bottom To Bottom
Modified: Jul3, 2012 Type: REFERENCE  Status: PUBLISHED  Priority: 1 A Comments () Rate this document B & rrintabe Pac

This document applies to anyone wishing to use Oracle Linux running under a virtualized or emulated environment.

Note that the scope also limited to the hardware architectures supported by Oracle Linux releases.

Details

Oracle Linux Support Program provides suppart for:

* Oracle VM Server for x86 %

* The Oracle Unbreakable Enterprise Kernel running on Oracle Linux 5.5 or higher.

* Operating system support for Oracle Linux 4 (and higher) under the Oracle Linux Suppart Pragram on Oracle VM

* Operating system support for Oracle Linux 4 (and higher) under the Oracle Linux Suppart Pragram on VMware vSphere (ESX Server).

* Operating system support for Oracle Linux 4 (and higher) under the Oracle Linux Suppart Pragram on Citrix XenServer Enterprise Edition

* Xen components as part of Oracle Linux 5 and RHELS under the Oracle Linux Suppart Program. This does not include Oracle Product support on Xen offerings (see below’

* KVM components as part of Oracle Linux 5, Oracle Linux &, RHELS and RHEL6 under the Oracle Linux Support Program. This does not include Oracle Product support on
KVM offerings (see below)

Oracle products have been certified to run with Oracle VM. Document 464754.1 lists additional information and exceptions for some Oracle products running under Oracle VM.

Oracle Products are not certified to run on Virtual Machines/quests provided by Xen or KVM offerings by Red Hat, Novell or XenSource.

Oracle Products are not certified to run on VMware vSphere (ESX Server). For more information on Oracle Product Support of Oracle Products running under VMware vSphere -

refer to Document 249212.1,

Oracle Products are not certified to run on operating systems on top of Red Hat, Novell SLES or Citrix XenServer Enterprise Edition Xen Hypervisars.

Oracle software stack is certified and supported on certified distributions of Linux (RHEL, SLES) running natively in LPARs or as a quest 05 in z/VM Virtual Machines deployed on
* 1BM System z 64-bit servers.



Great Paper- June 2012 Author: John P. McHugh (Oracle) #ﬁ“‘

Oracle Real Application Clusters (RAC) and Oracle Clusterware
Interconnect Virtual Local Area
Networks (VLANs) Deployment Considerations

http://www.oracle.com/technetwork/database/clusterware/overview/interconnect-vlan-06072012-1657506.pdf

Consolidation and Converged Networks

Consolidation of RAC databases implies that network tratfic can be consolidated. For Oracle
Clusterware interconnect deployment, this 1s entirely possible. Oracle supports consolidation of
RAC databases and associated private interconnect tratfic on dedicated network adapters. A
common consolidation 1s the simultaneous migration of databases to a RAC environment along with
the upgrade of 1GbE network interfaces to 10GbE. The consolidated databases i the RAC
environment can share the same network intertace. The network mtertace must respect the same
interconnect requirements ot a dedicated, non-routed subnet. Just as in 1GbE deployments, the
consolidated interconnect may be deployed in a single VLAN. It the environment requires
segregated networks for the interconnect, tagged VLANS on the interface are supported for network
isolation. A common copsequence of network consolidation may be a reduction of required IP
subnets and supporting VLANSs where like-tratfic 1s consolidated trom multiple subnets to a single
subnet. A common use case 1s where consolidated RAC databases in a single cabinet may share a
single, non-routed subnet mapped to a single static VLAN on the switch.
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Oracle Database Single LPAR with Oracle RAC ¥

Guards against

*Linux OS or Oracle DB failure
*Allows for maintenance to
Linux and possibly Oracle

z/VM LPAR

Private VSwitch
Layer 2

Oracle Database

Comments:

*Unlike hot stand by there
will be little impact to the
end users of Linux node
failure.

*Load balancing is
occurring between the
RAC nodes. .

: SHARE
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f.—-
Oracle Database — Multiple LPAR with Oracle RAG, ...

z/VM LPAR 1

TOA—-—S0n<

HiperSockets

Guards against:
*Hardware failure

*Linux OS or Oracle DB
failure

*Allows for maintenance
to either z/VM, Linux and
possibly Oracle DB in
either Prod guest

TO-H—=S0mn<

z/VM LPAR 2

‘SHARE
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Oracle Database Oracle RAC across Multiple S 1
System z Machines T R

Technglogy -« Corneclions - Resulls

System z #1 — z/VM Guards against
*Hardware failure — z10
*Linux OS or Oracle DB
failure
*Allows for maintenance
to either z/VM, Linux and
possibly Oracle DB in
either Prod guest

OSA and TCP/IP

.

Comments:
*Physically separate
System z Machines

System z #2 — z/VM

SHARE
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High Availability Network Options: suane

Virtual Switch — (Active / Passive) — When one Open System Adapter
(OSA) Network port fails, z/VM will move workload to another OSA Card
port. Highly available configurations should consider failover time.

Link Aggregation — (Active / Active ) Allow up to 8 OSA-Express
adapters to be aggregated per virtual switch Each OSA-Express port
must be exclusive to the virtual switch (eg. can not be shared).

Linux Bonding — create 2 Linux interfaces — e.g. eth1 & eth2 and create
a bonded interface bond0 made up of eth1 and eth2.

Oracle HAIP — New in 11.2.0.2 Oracle can have up to 4 Private
interconnect interfaces to load balance interconnect traffic.
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Test Plan: -

—
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« Tests involved running a single baseline test in each of the clusters, with the various
network configuration options (VSwitch, Linux Bonding, and Oracle HAIP).

« Then tests were made concurrently with workload running on multiple clusters at the
same time using shared Virtualized infrastructure.

« Each interconnect test consisted of 4 tests READ/READ, READ/WRITE, WRITE/READ
and WRITE/WRITE
create table stress_ipc
(id number not null,compteur number not null, c2 varchar(30))
partition by range (id)
(
partition stress_ipc1 values less than (1) tablespace USERS,
partition stress_ipc2 values less than (2) tablespace USERS,
partition stress_ipc3 values less than (3) tablespace USERS,
partition stress_ipc4 values less than (4) tablespace USERS,

partition stress_ipcmax values less than (MAXVALUE) tablespace USERS);
create unique index pk_stress_ipc on stress_ipc(id,compteur) local tablespace USERS;

« Two dedicated 1 Gb OSA Cards were used for the Private InterConnect shared
among 3 separate RAC Clusters. 10 Gb would be recommended for shared
production.
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Oracle Interconnect with VSWITCH (Active/Passive):

Guest 1: RAC Cluster A & Guest 2: RAC Cluster B & Guest 3: RAC Cluster C &

Public Network  Private Network . .
(255.255.255.224) (255.255.255.248) 8 Public Network  Private Network @ Public Network  Private Network

Public z/VM Private z/VM
VSWITCH#1 g S~ VSWITCH#2  _~

= =

Layer 2

-
-~ Trunk — Inter-switch Link™ ~ o
Adjacent

1 Hop between
System z Nodes

VLAN Interconnect traffic
Pruned from Uplink traffic Active Connection:

Router or Uplink switch Passive Connection: o — —
: SHARE
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Oracle Interconnect with z/VM Link Aggregation

Public Network Private Network
(255.255.255.224) (255.255.255.248)

Public z/VM
A VswiTcH#1 4

LAN Switch 1

Guest 1: RAC Cluster A & Guest 2: RAC Cluster B & Guest 3: RAC Cluster C &

Public Network Private Network

LAN Switch z/

Public Network Private Network

Private z/VM

OSA Card
Dedicated to each VSWITCH
With Link Aggregation

Complete your sessions evaluation online at SHARE.org/SanFranciscoEval
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Oracle Interconnect with Linux Bonding

z/NM LPAR

Linux Guest
ora-raca-1

Public
VSwitch eth0

Private
Bond0

Private
eth1

Private
eth2

Linux Guest
ora-racb-1

Public
VSwitch ethO

Private
Bond0

Private
eth1

Private
eth2

Linux Guest
ora-racc-1

Public
VSwitch eth0

Private
Bond0

Private
eth2

VLAN 182

OSA 1

OSA 2

VLAN 184

\Q_‘AN i 83/(
i }5
// ’\

z/NM LPAR

OSA3

'/ /

OSA 4

Public
VSwitch eth0

Private

Linux Guest
ora-raca-2

eth1

Private

Private
Bond0

eth2

Public
VSwitch ethO

Private

Linux Guest
ora-racb-2

eth1

Private

Private
Bond0

eth2

Public
VSwitch eth0

Private

Linux Guest
ora-racc-2

eth1

Private

Private
Bond0

eth2




Oracle Interconnect with Oracle’s HAIP Redundancy

z/NM LPAR

ora-raca-1

Public
VSwitch eth0

Private
eth1

Private
eth2

ora-racb-1

Public
VSwitch eth0

Private
eth1

Private
eth2

ora-racc-1

Public
VSwitch eth0

Private
eth1

Private
eth2

-

VLAN 182

z/NM LPAR

OSA 1

\VLAN 157

OSA3

OSA 2

Public
VSwitch eth0

Private
eth1

Private
eth2

ora-raca-2

VSwitch eth0

l Public

Private
eth1

VLAN 184

y A

OSA 4

Private
eth2

ora-racbh-2

Public
VSwitch eth0

Private
eth1

Private

ora-racc-2

eth2
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Collecting Data from Oracle AWR Reports -

* Review the Avg Latencies for 500B and 8K messages
from AWR Reports for All Nodes in the Cluster

Interconnect Ping Latency S5tats DE/In=t: RACC/raccl Snaps: 393-394
—» Ping latency of the roundtrip of a2 message from this instance to -»> target in
—-» The target instance is identified by an instance number.

-» Awverage and standard dewviation of ping latency i=s given in mili=seconds

-» for message =sizes of 500 byte= and SEK.

—-» Note that latency of a mes=sage from the instance to itself i= used as

-» control, =2ince message latency can include wait for CPU

Target S00B Pin Avg Latency Stddev K Ping Lwvg Latency Stddew
Inztance Count SD0B m=g S00B m=g Count 8K m=g 2K m=g

 Latencies for Instance 1 where this report was ran to be baseline
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3 Clusters Read Test Comparison — HAIP — Test18 RR

Red Hat 6.2 - 1 Node
sharing Private OSA
Baseline

Red Hat 6.2 - 2 Nodes
sharing Private OSA
Cluster B

Red Hat 6.2 - 3 Nodes
sharing Private
OSA Cluster C

Complete your sessions evaluation online at

Target S00B Pin Avg Latency Stddev S8HE Ping Avg Latency Stddev
Instance Count S00E m=sg S00E msg Count EE m=g EE m=g
1 ] 31 .08 ] G?P is

2 2] o8 .00 =] . Qo
Target 500B Pin Avg Latency Stddev B8E Ping Avg Latency Stddev
Instance Count SO00B m=g 500B m=g Count EK m=g EK m=g
1 =] is .00 =] .16 00

2 9 29 .05 E 03
Target 5S500B Pin Awvg Latency Stddev 8K Ping Avg Latency Stddevw
Instance Count S500B msg 500B m=sg Count 8K msg 8K msg
1 10 .35 .11 10 .17

s 10 -11 .00 IlD .10 - 00

Target S00B Pin Awvg Latency Stddev B8E Ping Avg Latency Stddev
Instance Count S00B m=g 5008 m=g Count EK msg B msg
1 10 35 11 10 17

2 10 11 00 10 .10 00

Target 5008 Pin Avg Latency Stddev EE Ping Avg Latency Scddev
Instance Count 200B msg 200B msg Count EK msg EK msg
1 10 .44 17 10 18

2 10 .07 0o .0 00

Target 500B Pin Avg Latency Stddev 8K Ping Avg Latency Scddev
Instance Count S500B m=g S00B msg Count BE msg BE msg

1 10 20 .01 i0 .18 00

2 10 37 .18 10 (52 13



3 Clusters Intensive Writes Comparisons — Test 20 WW HAI

8K Ping &Avg Latency

Target S500B Pin Awvg Latency

S00B

mag

S00B

Stddew
msg

Count

8K m=sg

i

9

Stddev
8K m=sg

.83
A3

S00B

S00B Pin Awg Latency
msag

1.41
.06

Stddevw
SO0E

Count

2K m=g

2K m=g

2008

S00B Pin Awvg Latency
msg

2008

8K m=g

8K m=sg

2008

vy Latency
meg

2008

8K msg

Stddev
8K m=g

S00B Pin Awg Latency

2008

msg

Count

8K m=g

8K m=sg

Avg Latency

S00B

msg

Stddevw
mag

S00B

2K m=g

2K m=g

Instance Count
1 64
P 64
Red Hat 6.2 Baseline _ razoer |
In=tance Count
1 Node
1 64
P 64
Target
In=tance Count
1 T1
- 71
Cluster B Red Hat 6.2 )
Target S00B Pin
2 NOdeS Instance Count
1 T1
b 71
Target
Instance Count
Cluster C Red Hat 6.2 2
3 Nodes : i
Target S00B Pin
In=tance Count
Complete your sessions evaluation online a f 7:
2 7



Network Queue Length SHARE

Technglogy -« Corneclions - Resulls

* The device queue length should be increased from the default size of 1000 to
at least 2000 using sysctl:

sysctl -w net.core.netdev_max_backlog =2000

Oracle RAC - Scaling device queue length

140%
120%
100%
80%
60%
40%

20%

Normalized transaction throughput

0%

1000 (default) 2000 2500

Device queue length '..S |:| ARE
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Choose the Correct Network MTU size @ o

Before 43,530,572 1,563,179
reassemblies

After 54,281,987 1,565,071
reassemblies

Delta assemblies | 10,751,415 1,892

‘SHARE
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Network ARP Required Oracle RAC Installs ¥

Technglogy -« Corneclions - Resulls

« Oracle Grid Install when the network interfaces are set with NOARP you can encounter
BUG - 10173295 when running the root.sh script on the first node.

Error: Did not succssfully configure and start ASM at
/opt/oracle/11gR2/crs/install/crsconfig_lib.pm line 6470.

/opt/oracle/11gR2/perl/bin/perl -1/opt/oracle/11gR2/perl/lib -
|/opt/oracle/11gR2/crs/install/opt/oracle/11gR2/crs/install/rootcrs.pl execution failed

CRS-1013:The OCR location in an ASM disk group is inaccessible. Details in
/opt/oracle/11gR2/crs/log/dhsorai/client/clscfg.log

Oracle Database 11g Clusterware Release 11.2.0.2.0 - Production Copyright 1996, 2010
Oracle. All rights reserved.

2011-03-16 20:01:53.085: [ CLSCFG][53553008]clscfg_main: Configuration type [4]
ibctx: Failed to read the whole bootblock.

« Update the network interfaces to have ARP enabled (the following is incorrect)
ifconfig —a
ethO Link encap:Ethernet HWaddr 02:00:02:00:00:A2
inet addr:130.35.55.234 Bcast:130.35.55.255 Mask:255.255.252.0
inet6 addr: f€80::200:200:100:a2/64 Scope:Link
UP BROADCAST RUNNING NOARP MULTICAST MTU:1492 Metric:1
RX packets:5749678 errors:0 dropped:0 overruns:0 frame:0
TX packets:2799431 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:1414260847 (1.3 GiB) TX bytes:2735238017 (2.5 GiB)

- SHARE
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Best Practices for Consolidating on System z )

—
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* Dedicated Multiple 1Gb or Greater NICs per Oracle cluster for the Private Interconnect.
« Private Interconnect can be shared but watch AWR Ping latencies.
* Isolate Oracle RAC Interconnect traffic from other network traffic.

« Utilize VLANS to segregilate Cluster interconnect network traffic. VLANs are fully
supported for Oracle Clusterware interconnect deployments on System z.

« Utilize Server Pools - Logical division of the cluster into pools of servers with many
Linux Guests utilizing one cluster interconnect.

« Oracle RAC nodes on the same System z can utilize System z Hipersocket(s) for the
interconnect traffic defined on layer 2.

« Guest LAN Hipersocket does not support Layer 2, hence is not supported.
« Single LPAR RAC configurations should be used for Test/Development only.

. Cofr}figure Network switches so that VLAN Interconnect traffic is Pruned from Uplink
traffic.

‘SHARE
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Oracle RAC Recommended Configurations for System zﬂ__ﬁ*‘

Technglogy -« Corneclions - Resulls

All z/NNM Linux
guests in one
LPAR

*Private Layer2 VSwitch Guest LAN
OSA recommended

*Real layer 2 Hipersocket possible

*Guest LAN Hipersocket not
supported

«Shared Public VSwitch
recommended

«Shared or dedicated
OSA card is possible

z/VM Linux *Real Layer 2 Hipersocket *Shared Public VSwitch
guests on recommended recommended
different LPARS | <Private Layer 2 Gigabit OSA card | *Shared or dedicated
possible OSA card
z/NM Linux *Private Layer 2 Gigabit OSA card *Dedicated OSA card
guests on recommended with physical switch Possible
different in between (one hop)
physical
machines
e —
- SHARE
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Oracle RAC One Node - deployment

ﬁ.—-

. —
Omotion S HARE
LPAR 3
/M VM z/VM
, ) , , < ° _ 2/0S
<z s ogp) <e <z W gE) <= W e <=
ard . 454 g Memer s 44
shared storage
» Patch Oracle blnarles
modify Linux
. _parameters, etc..
Groups — OCR and Votlng
- SHARE
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Oracle RAC One Node —Omotion Y

1 | /

LPAR 3

?/VM 2VM z/VM
/ , , 2/0S
<z s ogp) <= <* W 9@p) <e = & @p) <=
Gl i G e e g R
shared storage
 Restart Instance Serwce
‘
ASM Disk
Groups — OCR and Votlng
: - : - SHARE
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RAC ONE - Transparent Application —

—

Failover (TAF) SHARE

* Oracle Support Note — 453293.1

* TAF is required to be configured post Install or else
failover will not work properly.

srvctl modify service -d <db> -s<service> -P BASIC -e SELECT -z 180 -w 5 -m BASIC —j SHORT

MODULE MACHINE LOGON_TIM INST_ID OSUSER FATLOVEERE TYPE FATLOVEER M
SoL*Plus ora-raca—:2 01-FEB-13 2 oracle SELECT BASIC
SoL*Plus ora-raca—=2> 01-FEB-13 4 oracle SELECT BASIC

Suggestion: check that your connections show up as Failover eligible.

‘SHARE
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IBM z/VM 6.2 Live Guest Relocation S

« z/NM Live Guest Relocation Works for Oracle RAC...... but
is not yet Officially Certified to relocate while running....

* You can shutdown one RAC Node — Relocate the Linux
Guest then restart — this is Certified.

‘SHARE
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Oracle Red Hat 6 Certifications — IBM System z )

Technglogy - Garogclisns - Resulls

« Grid Agent 12c (now certified)
* WeblLogic 12c (now certified)

e QOracle Database 11.2.0.3.3+
(Supported, Certified 02/2013)

‘SHARE
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Support of RedHat 6.2+ with Oracle 11gR2 on = B
Linux on System z .

SHARE
Techaslogy -+ Carseclisns - Results

* Now Certified by Oracle!

¢ My Oracle Support documentation
Linux package rpmchecker is available (used to require an SR)

Note 1470834.1 - Requirements for Installing Oracle 11gR2 on RHEL 6 on
IBM: Linux on System z (s390x) is available

Note 1514012.1 - runcluvfy stage -pre crsinst generates Reference Data is not
available for verifying prerequisites on this operating system distribution on
Redhat 6 - IBM: Linux on System z

e  Start now in a test or development environment

17 Requirements for Installing Oracle 11.2.0.3 RDBMS on RHEL 6 on zLinux (s390x) [ID 1470834.1]
Modified: Feb &, 2013 Type: BULLETIM  Status: PUBLISHED  Priority: 3

i R
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" Oracle 12¢ Grid Monitoring Agent 1

~f
* New Oracle 12.1.0.2 grid agent is SuSe 11 & RHEL 6 “’
certified for Linux on System z
Management Management Management
Agent Agent Agent
( Load Balancer )
"~ Grid Control consale
Oracle Database :.. e
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racle Cloud Control 12c for Monitoring = 5

—

ystem z databases — Centralized Deployment sua=-:

Technglogy -« Corneclions - Resulls

) Add Host Targets : Host and Platform - Mozilla Firefox

| lg Cy
(Cla ) : ) ;
File Edit Yiew Higtory Bookmarks Tools Help
Home
O - M @ - c ot hitps ://cloud.uk. oracle.com: 7803 /em/faces/agentpush-task-flow /core-agentpush-platformselection? _adf.ctr-state=2t0wpbeh|_1038 _afrloo 77 - | ".l =
s E3 Copy Most visited @) Getting Started 5] Latest Headlines =] Oracke Internal Suppor... | 1 pl3606251_112030_L1.. §3 WebHome < Database... [8] DataServercPuoctzol... [l online 1P Subnet Calow,.. [8] Advanced Installati
pafte F Formd [=] Bug 13717526 || | [=]Defect - 12983034 || B GCCA Accelerator |3 | [®] Add Host Targets : Host and...E& | +
i z
Clipboard ORACLE Enterprise Manager Cloud Control 12c
B6
Add Target

I \

1 9iand 101 = =

2 | axit Host and Platform  Installation Detalls — Review

3 |sqlplus "/ as sfij Add Host Targets : Host and Platform Back | Step 1 of

4 |@%rdbrms/adn| This wizard enables you to install Management Agents on unmanaged hosts, thereby converting them to managed hosts, Enter a session name, and validate (or add) the hosts and their platforms on which you want o install the Management Agent.
& - * Segsion Mame | ADD_HOST_SYSMAN_May_9_2012_2:30:07_PM_EST

6 |select * from vy

7 |select name fr —

5 |set pagesize 9 qp Add 3 Remove | [F Load From Fie #Add Discovered Hosts | Platform | Different for Each Host [+

9 |column status  |Host |PlatForm

10 \column versiar oy  Select

11 |column comp Select

SELECT comp

. Havigate
£ ed <P

wh

4. Install
% opatch

5. Run the
£ emctl 4§

€. Run the
emctl
emctl
£ emctl

art thd

HP-LI Ikanium - Agent Software Unawvailable

HP-LI% PA-RISEC {64-bit) - Agent Software Unavailable
IBM ALY an POWER Syskems {64-bit) - Agent Software Unavailable
IBM 5/390 Based Linux {31-hbit) - Agent Software Unavailable
IEM: Linw: on POWER. Swskems - Agent Software Unavailable

Linux =86 - Agent Software Unavailable
Linux: x=86-64 -
Microsaft Windows (32-bit) - Agent Software Unavailable |IBM: Linux on System 2
Microsaft Windows x64 (64-bit) - Agent Software Unavailable

Cracle Solaris an SPARC (64-bit) - Agent Software Unavailable
Cracle Solaris on x86-64 (64-bit) - Agent Software Unavailable

&TIP The target host's platform is defaulted based on & combination of Factors, including hints received From automated discovery and the platform of the ©MS host, The
default is a suggestion, however, we recommend you to check the platform detals before processing to the next skep,

@ TIP If the platfarm name is appended with "Agent Software Unavailable”, then download the software For that platfarm using Self Update

oW
ot

‘i start  ©

emctl .I Dione
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WebLogic Server 12c Release 1 Version 12.1.1x —-—[1#

Technglogy -« Corneclions - Resulls

& Red Hat 6.1+
« Java 7 SDK (64 bit) certified.
» |Pv6 Certified

« Download latest Java 7 SDK from IBM Developer works.

Installation Type Version Processor |05 Version 05 Oracle FM (JDK Vendor
Supported Type 32i64 bit  |32/64 bit  (Version*®
12c
(-] [~] [~] [~] (-] [+ ](12.4.1.0.0) [~ |
Oracle WeblLogic Server 12 (12.1.1.%) IBM z/Linux [SLES 11 (SP 1+) 54 54 1B
JOK T (SR1+)
Oracle WeblLogic Server 12 (12.1.1.x) IBM z/Linux (Red Hat EL & (UL 1+} |84 64 IBK
JOK T (SR1+)
SDK
Installable package (InstallAnywhere)

ibrm-java-z380x-2dk-7.0-3.0.bin (113 MB}

‘SHARE
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‘Installing WebLogic Server 12c Release 1 -

Start Installer with.: e
export JAVA_HOME-=/opt/ibm/java-s390x-70
export PATH=$JAVA HOME/bin:$PATH
java -Djava.io.tmpdir=/tmp -d64 -jar ./wls1211_generic.jar
[@] Cracle Installer - WeblLogic 12.1.1.0
Welcome
Thiz installer will guide you through the installation of ORACLE.
WeblLogic 12.1.1.0
Instructions
Click the Mext button ta proceed to the next screen. If wou want
to change entries in a previous screen, click the Prewious buttarn,
Tou may quit the installer at any time by clicking the Exit buttan.
ORACLE
| Le | SHARE
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9
Oracle Database — Upgrades Red Hat 5 ->6 ...:-

uuuuuuuuuuuuuuuuuuuuuuuuuuu

« Upgrade sequence will be to upgrade 10gR2 to 11.2.0.3 on RedHat 5.x

« Move the database to a clean install of RH 6.2+ (Oracle services have
changed from 10gR2->11gR2 and Red Hat 5 vs Red Hat 6)

e RAC Customers can do one node at a time.

« Single Instance - fresh Red Hat 6 install, pre- Install Oracle ASM & DB
Code — with the latest Patchsets, then run deconfigure (old) and configure
on the new Red Hat 6 system.

Oracle Note: 1434351.1 - Alternative Way To Upgrade An ASM
Standalone Configuration From Release to release 11.2.0.3.

‘SHARE
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Red Hat Oracle Grid Installs — iptables sHAaRE

Technglogy -« Corneclions - Resulls

[Problem] Oracle Grid Install on Red Hat- cluvfy for the cluster, OR during
the install / adding nodes copying the Oracle Grid Home to another
system hangs/fails.

ERROR: PRVF-7617 : Node connectivity between “xxxxxxx : 10.0.0.1" and
“yyyyyyy : 10.0.0.2" failed

Result: TCP connectivity check failed for subnet "10.0.0.0"

* [Solution] The problem may be attributed to the firewall/iptables

chkconfig --list iptables
iptables 0:0ff 1:0ff 2:0n 3:0n 4:0n 5:0n 6:0ff

or you can check the service with

service iptables status
Firewall is stopped.

service iptables stop
chkconfig iptables off : SHARE
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Red Hat & SuSe Disk & Memory -

Configuration LILL
 HugePages

« FCP / SCSI Storage

« DASD Storage

Complete your sessions eveluation anline st SHARE v Sanfranciecafval ’igéﬂsﬁfmm
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How to Setup Linux Large Pages 1

—

SHARE
Techaslogy -+ Carseclisns - Results

Obtain Huge Pagesize from ‘cat /proc/meminfo’ for System z Linux
(SLES 11, Red Hat 6 — 1mb, SLES 10, RHELS5 — 2mb page size)

Setup the oracle user to be able to use hugepages in
/etc/security/limits.conf

/etc/security/limits.conf ** example of 70GB Linux Guest
* soft memlock 75161927680
* hard memlock 75161927680

Set the following kernel parameters in /etc/sysctl.conf
vm.hugetlb_shm_group="id -g oracle
vm.nr_hugepages= <# of Huge pages needed for Oracle SGA>

In 11.2.0.3 Huge pages are used automatically when set correctly but
sometimes requires a reboot to get all the HugePages contiguous pages

may want to use oracle parameter — use large pages=‘only’) .=*--
(may p _large_pag y)isuARE
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multipath.conf SCSI/FCP Device Persistence rx
default . SuSe 10 -> 11 or Red Hat 5 ->6
efaults { may want to revisit settings
user_friendly_names yes (failover -> multibus)
rr_min_io=15
dev_loss_tmo 90  rr_min_io is storage array specific
fast_io_fail tmo 5
b - fast_io_fail_tmo — Red Hat 6
blacklist { (length of time to wait before failing )
devnode " (dasd)[0-9]*"
} * Use the /dev/mapper/<alias
_ name> for ASM Diskstring
multipaths {
multipath { . .
wwid 36005076303ffcbbio00000000000efo0 © || USING ASMLIb you can use a
alias ASMFCP1 disk string ‘/dev/oracleasm/disks/*
path_grouping_policy multibus
} » Follow Oracle Note:1377392.1 for
} udev rule device permission.

example. : SHARE
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ECKD / DASD Requires a Partition 5

—

SHARE
Techaslogy -+ Carseclisns - Results

« ECKD/DASD Disks it’s mandatory to create at least one partition
- example below shows an Oracle session’s memory region being

* Linux was not expecting this and wrote “e5e5e5e5e5” to sector 0 (as Linux
assumes disks are partitioned)

* Moral of the story: Always Partition DASD disk for LVM, ASM and swap

14721d000: fffffffffireeeef feeeeeeeeeeeeeef ...

147a1d010: fiffffeeefeeeeee fEeeereeeeeeees ...,

147a1d020: fiffffffffeeee feeereeeeeeeeef ...,

147a1d030: ffffffffffffifff 00038f0000000081 ................

147a1d040: 0000000205d5fdb0 00000000864d3a3c ............. M:<
147a1d050: 0e575248245f5347 41535441545f5503 .WRH$ SGASTAT U.
147a1d060: 535953015404504f 4f4c044e414d4504 SYS.T.POOL.NAME.
147a1d070: 4442494407534e41 505f49440f494e53 DBID.SNAP_ID.INS
147a1d080: 54414e43455f4e55 4d424552e5e5e5e5 TANCE_NUMBER....
147a1d090: e5e5e5e5e5e5e5e5 ebebebebebebebes ...,

147a1dff0:. e5ebe5e5e5e5e5e5 e5e5e5e5e565e565 ... : SHARE
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DASD Storage (use HyperPAV) o

« HyperPAV - Available for SLES 11 & Red 5.9 & 6.1
 For Oracle need to create a UDEYV rule for ASM disk

« Oracle 11.2.0.3 RAC Installs may hang at 75% while doing a disk check
(see Oracle Note: 1459030.1 — exectask patch )

Create a fetc/udev/rules.d/99-udev-oracle.rules file to assign permissions for DASD devices.

vl /etc/udev/rules.d/@9-udev-oracle.rules

Result:

KERNEL=="dasd*1" ,ID=="0.0.0300" ,OWNER="gnd" ,GROUP="oinstall" ,MODE="0660" ,SYMLINK+="ASM0300™
KERNEL=="dasd*1" ID=="0.0.0305" ,OWNER="gnd" ,GROUP="oinstall",MODE="0660" ,SYMLINK+="ASM0305™

Make an entry for each device you plan to use with Oracle ASM.

‘SHARE
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Latest IBM/Oracle Red Book — SG24-8104
Q1 2013 ST

Technglogy -« Corneclions - Resulls

Dl Cocuman for Faeiow Januany 2013

Expe riences with

- Collaboration:
IBM / Oracle / Velocity Ora(‘:Ie 11 ng on

Software Lil"lll)( fOI' SYStem Z
* Due out - Q1 - 2013 —_

Installing Oracle 11gR2Z on Linux on
System z

Managing an Oracle environment

Provisioning an Oracle
environment

Sam Amsawvelu
Eathiryn Arrell
Gaylam Brasalbon
Armealle Chews
Iwan Dobos  Damian Gallagher
Hébane Grosch  Michasl Macisaac
Aomain Pochard Barton Robinson
David Simpson Richard Smrcina

ibm.com/redbocks Re d h_o_. 0ks
L]
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References - Key Oracle & IBM Whitepapers:

Technglogy -« Corneclions - Resulls

- Oracle Real Application Clusters (RAC) and Oracle Clusterware Interconnect
Virtual Local Area Networks (VLANs) Deployment Considerations
http://www.oracle.com/technetwork/database/clusterware/overview/interconnect-vlan-06072012-1657506.pdf

- Oracle Real Application Clusters in Oracle VM Environments
http://www.oracle.com/technetwork/products/clustering/oracle-rac-in-oracle-vm-environment-131948.pdf

- Oracle Real Application Clusters on Linux on IBM System z: Set up and
network performance tuning — Dr. Juergen Doelle & Margaret Phillips
http://public.dhe.ibm.com/software/dw/linux390/perf/ZSW03185-USEN-02.PDF

- SHARE
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References — Key Oracle Notes N

—
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Note 1306465.1 Getting Started 11gR2 Grid Infrastructure, Single Instance ASM and DB IBM:Linux on System z
Note 1470834.1 Requirements for Installing Oracle 11gR2 on RHEL 6 on IBM: Linux on System z (s390x)

Note:1476511.1 OHASD fails to start on SUSE 11 SP2 on IBM: Linux on System z

Note 1308859.1 Requirements for Installing Oracle 11gR2 on SLES 10 on IBM: Linux on System z (s390x)

Note 1306889.1 Requirements for Installing Oracle 11gR2 on RHEL 5 on IBM: Linux on System z (s390x)

Note 1086769.1 Ensure you have prerequisite rpms to install Oracle Database & AS10g IBM:Linux on System z

Note 1377392.1 How to Manually Configure Disk Storage devices for use with Oracle ASM 11.2 IBM:Linux on System z
Note 1400185.1 How to Upgrade Oracle Restart i.e. Single Node Grid Infrastructure/ASM from 11.2.0.2 to 11.2.0.3
Note 1276058.1 Oracle GoldenGate Best Practices: Instantiation from an Oracle Source Database

Note 1413787.1 How to completely remove 11.2 Grid Infrastructure, CRS and/or Oracle Restart

Note 259301.1 CRS and 10g Real Application Clusters

Note 268937.1 Repairing or Restoring an Inconsistent OCR in RAC
Note 239998.1 10g RAC How to clean up after a failed CRS Install
Note 220970.1 RAC Frequently Asked Questions Topic

Note 1082253 Requirements for Installing Oracle 10gR2 RDBMS on SLES 10 zLinux (s390x)
Note 741646.1 Requirements for Installing Oracle 10gR2 RDBMS on RHEL 5 on zLinux (s390x).
Note 415182.1 DB Install Requirements Quick Reference - zSeries based Linux .

Note 741146.1 Installing Standalone Agent 10.2 on Linux on z

: SHARE
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~ System z Social Media Channels .
E

* Top Facebook pages related to System z: *  YouTube accounts related to System z: Sy g
° IBM System z * IBM System z

* |IBM Academic Initiative System z

* |IBM Master the Mainframe Contest
e IBM Destination z

e Millennial Mainframer * Top System z blogs to check out:

* Destination z

* |IBM Smarter Computing

 IBM Smarter Computing * Mainframe Insights

* Smarter Computing

* Top LinkedIn groups related to System z:
* System z Advocates
e SAP on System z

¢ Millennial Mainframer

* Mainframe & Hybrid Computing

* IBM Mainframe- Unofficial Group  The Mainframe Blog
* IBM System z Events * Mainframe Watch Belgium
¢ Mainframe Experts Network « Mainframe Update

* System z Linux

* Enterprise Systems ] ]
* Mainframe Security Gurus * Dancing Dinosaur n ==

* Enterprise Systems Media Blog

* |BM Destination z

* Twitter profiles related to System z: B . ﬂ m
* IBM System z m l‘

* |IBM System z Events ‘i‘i’ %
* Millennial Mainframer ﬂ '

* Destination z
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Technalagy - Connections - Resaits

Oracle RAC Networking Alternatives on Linux on
System z and Red Hat 6 Oracle DB Support

\_ Speaker Names: David Simpson & Kathryn Arrell

k Speakers Company: IBM

Date of Presentation: Wednesday, February 6, 2013 (9:30am)
Franciscan D, Ballroom Level

Session Number: 12758 insert
Twitter -> @IBMandOracle Sesion
Desired.
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