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PRODUCT PROCESS 

We participate in & create community- 
powered upstream projects.  

We integrate upstream projects, fostering 
open community  platforms. 

We commercialize these platforms  
together with a rich ecosystem of services 
& certifications. 

PARTICIPATE 

INTEGRATE 

STABILIZE 

100,000+ 
PROJECTS (upstream projects) 

(community platforms) 

(supported products 
 platforms, & solutions) 
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2010 2011 2012

New Shipped IBM IFLs WW

+6%

+28%

Source: IBM System z Global Marketing
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FY10 FY11 FY12

RHEL for System z subscriptions (IFLs)
% of growth - installed base

Source: Red Hat SFDC

+11%

+68%
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What version of Red Hat Enterprise Linux is required to run on the IBM 
EC12 mainframe? https://access.redhat.com/knowledge/solutions/280673
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Red Hat Enterprise Linux 5.9
Target beta: Sept 11 2012
Target GA:  Dec 11 2012

Mostly Bugfix release
One big feature
Enable HyperPAV for parallel I/O to ECKD 
DASD
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Hyper PAV enablement - Licensed feature in z/VM

HyperPAV enables parallel I/O to ECKD DASDs  increasing data access performance 

Hyper-Parallel-Access-Volume support for Linux on System z. This is a very flexible 
concept to massively improve device performance by using a set of sub channels as an 
ALIAS-pool.

Kernel VDSO Support
Virtual Dynamically-linked Shared Object (VDSO) is a shared library provided by the kernel. This allows normal programs to do 
certain system calls without the usual overhead of system calls like switching address spaces.

For Linux on System z there are tree functions at the moment that are accelerated in this way: gettimeofday, clock_getres, and 
clock_gettime. The most important one is probably gettimeofday. 

Some user space application, for example the Java virtual machine, tend to call gettimeofday very often. 
By use of a vdso this operation can be accelerated by an factor of 4 thereby increasing the performance of the user space 
application.
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JAVA 7

Due to EOL of Oracle JDK6 in November, Oracle Java 7 and IBM counterpart  will be available to Red Hat Enterprise Linux 5
Its already included with Red Hat Enterprise Linux 6
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Red Hat Enterprise Linux 6.4
Target beta: Dec 4 2012
Target GA:  around Feb 7 2013

Bugfixes
New features

RHEL 6.4 Features may change when product becomes GA
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Support of new crypto hardware

This feature provides support for new crypto hardware:  CryptoExpress4S

Linux for System z support is needed to be able to use crypto applications
on future System z hardware.

Data Routing for FCP
Enable FCP to pass data directly from memory to SAN (data routing) when memory on the adapter card is blocked by large 
and slow I/O requests. 

Improved performance by increasing the I/O rate and throughput for short and fast I/O requests when memory on the 
adapter is blocked by large and slow I/O requests will satisfy customer expectations regarding performance 
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End-To-End data consistency checking

The T10 Technical Committee introduced an enhancement to the SCSI standard (SPC-4, SBC-3) to protect
against errors in user data blocks. 

This line item introduces the zfcp-specific part in the Linux on System z I/O stack for E2E data consistency checking.

This RAS item provides improved service and control of data flow between adapter and storage device
by introducing the zFCP specific part of the enhanced SCSI standard for E2E data consistency checking
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New Crypto Algorithms 
For Customers require acceleration of complex cryptographic algorithms:

The libICA library provides an interface to cryptographic hardware. 
This feature adds new algorithms that support
 Message Security Assist (CP ACF) extension 4, on top of libica 2.1

For block cipher DES and 3DES, the new feature will support the following modes of operation:
 - Cipher Block Chaining  with Ciphertext Stealing (CBC-CS)

For block cipher AES, this feature will support the following modes of operation:
 - Cipher Block Chaining  with Ciphertext Stealing (CBC-CS)
 - Counter with Cipher Block Chaining Message Authentication Code (CCM)
 - Galois/Counter (GCM)

This feature also adds support for DES Block Cipher Based Message Authentication Code (CMAC).
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libhugetlbfs support for System z (LPAR)
System z support added to libhugetlbfs that is a library which provides easy access to huge pages of memory. 
Applications can use huge pages to fulfill malloc() requests without being recompiled. 

This RAS feature allows for transparent exploitation of large pages in C/C++ programs. So ISV programs don't need 
changes/recompilation to profit from the performance benefits of large pages

Support for new storage device on System z (LPAR)

Allow Linux to access a new storage device as a block device using a new interface. That includes the adaption of common IO 
functions to allow to attach, configure and operate the new sub channels.

This feature provides access to a future new storage device, for example: SCM via EADM sub channels
With this feature, Linux can access Storage Class Memory as a block device.
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Valgrind >= 3.7.0
Valgrind has proven to be a valuable tool debugging user-space memory management problem on x86 and PPC platforms. 

This tool is available for System z and besides the capabilities to debug memory problems other plugins (cachegrind) enable us 
to analyze the cache access patterns to get the best performance on z10 machines.

Eclipse IDE Platform
Eclipse is an open source software development project dedicated to providing a robust,
full-featured, commercial-quality, industry platform for the development of highly integrated tools.

Eclipse IDE in Linux on System z will allow developers to develop eclipse application direct on Linux on System z.
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RHN Satellite Overview
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Manage the lifecycle of Red Hat systems from x86 to Mainframe 
from a centralized console.
Simplify software updates, change of configuration files, remote 
access, and more.
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RHN Satellite console screenshots
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QR if 
Desired.
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Oracle Announcement
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Filipe Miranda 
fmiranda@redhat.com

Global Lead for System z
Red Hat Inc. 

Thank you
Vielen Danke

Gracias
Grazie

Obrigado
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New ISV Support
•Sine Nomine Associates: zLinux R&D company 

•Support High Availability/GFS2 for RHEL on System z

•Also support 3 other clustered file systems (AFS, Ceph, GLusterFS).

•Contacts: Filipe Miranda           <fmiranda@redhat.com> 
                Sine Nomine directly <info@sinenomine.net>

High Availability and Clustered FileSystem
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