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Trademarks 

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries. 
 
AIX* 
DB2* 
HiperSockets 
IBM* 
IBM logo* 
IMS 
CICS 
System z 
System z9 
System z10 
System z114 
Tivoli 
WebSphere* 
z/OS* 
z/VM* 
zSeries* 
 
* Registered trademarks of IBM Corporation 

 
The following are trademarks or registered trademarks of other companies. 
 
 
Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both. 
Microsoft, Windows, Windows NT and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both. 
Red Hat, the Red Hat "Shadow Man" logo, and all Red Hat-based trademarks and logos are trademarks or registered trademarks of Red Hat, Inc., in the United States and other 

countries. 
Control-M  and Control-O  are trademark of BMC 
 
* All other products may be trademarks or registered trademarks of their respective companies. 
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About me 

• Manager, Central Infrastructures at Isracard 

• Responsible for z/OS, z/VM, Linux(z and x), 

enterprise storage 

• 2 teams – Mainframe OS, Linux and 

Storage 

• My background is z/OS system 

programming, tuning and capacity planning 

• 6 years at Isracard 
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The Challenges and Triggers 

  Normal threats like floods, earthquake, fire 

 Geo-political specific threats like terror and cyber 

attacks 

 In November 2008 a large Israeli financial institute had a 

60 hour outage due to a logical error that was replicated 

to the DR site. 

 Compliance  

 Financial Constraints 
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Synchronous replication 

 All production DASD are replicated to the DR site using 

Metro Mirroring(aka PPRC). 

 Managed by Tivoli Productivity Center for Replication 

 Approximately 16TB (9TB allocated) on 1800 volumes 

 If one pair fails, I/O is frozen and all pairs are suspended 

creating a write dependent consistent mirror at the DR 

site(deals with the ‘rolling disaster’ scenario) 

 I/O is released after a suspend(the other option is a 

sysplex wide outage). Availability preferred over mirror 

update. 

 Monitored by hourly jobs 
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Logical Error Challenges 
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 If you have a software , hardware or application error that corrupts your 

data it gets replicated synchronously to your mirror   

 Backups can help, but how do you get a consistent production copy?  

 FLASH COPY is good but costly 

 How do you check that your copy images are valid? 



Our solution 

 We take a space efficient flash copy of our production data 

every business day 

 Two copies are kept: todays and yesterdays 

 A third copy can be taken at any time(more on that  later) 

 After the copy is created, it is IPLed and data integrity is 

verified 

 Only after it is verified, the previous days copy can be 

removed 

 All automatic, using BMC/Control-M and Control-O,DSCLI 

and BCPii 
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Building Blocks(2/3):BCPii 
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13035: BCPii Programming Beyond the Basics for the z/OS System 

Programmer  

Steve Warren  



Building Blocks(3/3) 

• Control-M – z/OS and distributed scheduling 

• Control-O – z/OS Automation 

• DSCLI – command line interface to the SSPC(System 

Storage Productivity Center) 
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The Big Picture 
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End of day  

processing 

 

Create new 

Flash 

 z/OS 

CTM 

DSCLI 

IPL and 

 Verify 

 

CTM 

BCPii+CTO 

• When the job(on z/OS)  indicating end of day processing 

has finished, a condition is raised by Control-M.  

• This condition causes a script to be run on the SSPC that 

creates the flash 

• When the script ends, Control-M raises a condition that 

causes a job on z/OS to run that activates the coupling 

facility and the z/OS image at the DR site. 

• Another job monitors the IPL message log  
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Creating the New Flash  

Copy on Write 

Target is Space 

efficient 

For Consistency 

flashmankal1.script 
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Automated IPL  

Submit job that activates the coupling facility 

Submit job that listens on  console traffic (of the  IPLing 

image)  

Submit job that activates the z/OS image(load on 

activation set) 

Respond to WTORs using the listener job using 

CONTROL/O  

ControlO/Cosmos  takes over the IPL process when it 

can 

When  the system is up , run a CICS transaction (using 

the MODIFY command) to verify data integrity 
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Automated IPL  
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Automated IPL  

. 

. 

. 
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Automated IPL  
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Automated IPL  



IBM 

DS8700 

Logical Copy - Recap 
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Logical Copy – side benefits  

• A DR test every day! 

• A true production environment which can be used to test 

new versions of software 

• Improves MTTR – picks up errors at IPL time  
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SEFC– the downside  

• SEFC impacts PPRC latency 

• SEFC performance is impacted (affects DR tests)  

• If we ever need to use it, we will not  IPL directly from the 

copy. We will have to restore some or all of our data to the 

primary volumes 
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BCPii gotcha 

• We had a problem responding to WTORs early in an IPL 

• You need to set the HWI_CMD_OSCMD_PRIORITYTYPE 

field to HWI_CMD_PRIORITY 
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DRP testing – the limitations 
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 We do not use the secondary PPRC volumes for DR 

testing 

We never stop the mirroring 

The User DR site and the IT DR center are 30km 

apart 

 

  



DRP testing - How do we do it? 
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 We take snapshots of our production secondary copies 

and use them 

For z/OS it is another SEFC set 

For zVM it is a FC set 

For the distributed environment we use XIV snapshots 

The VTL does not support snapshots, but we can read 

the production tapes. Scratches are taken from a special 

pool 

All communication between the primary site and the DR site 

is disconnected 

Synchronous replication for the DS8700 and XIV continues 

A test runs for about 36 hours  
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Third Copy  

• The financial regulation laws require that we have a third 

copy(that is, at neither of our sites) of our data at a 

secured location 

• The assumption is that this copy will be used if both sites 

are permanently unavailable. 

• Every Friday morning we bring up an LPAR at our primary 

site that reads that mornings logical copy and dumps it to a 

TS3500. 

• Cartridges and reports are exported and sent off site  

• Another LPAR is needed because you can’t bring the 

logical copies online (same VOLSERS as the production) 
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Third Copy 
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Production 

LPAR 

Backup 

LPAR 

TS3350 

Primary Site 

IBM 

DS8700 

Logical SEFC 

BCPii 

Secondary Site 

CTM 
NJE 

The backup takes approx. 

13 hours 



Third Copy - Output  

 Cartridges that contain: 

 Our production data 

 Rexx and edit macros to customize the restore jobs at the 

new (unknown) site 

 Hardcopy documentation 

 Requirements – Hardware, software 

 Inventory reports(created dynamically for each copy) 

 VOLSER to dataset mapping 

 Catalog structure 
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Next Steps 
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• Implement Hyperswap with TPC on z/OS 

• For third copy – add stand alone IPL cartridge and test at a 

third site 

• Distributed environment – implement logical copy 

 



Summary 

Scenario Protection 

Primary site DS8700 failure Metro Mirror Copy 

Primary site complete failure MM copy + Backup CEC 

Logical error that gets mirrored Logical Copy 

Both sites fail Third copy 
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Questions ? 
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