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Virtual Tape Concepts
• Virtual Tape Drives

• Appear as multiple 3490E tape drives
• Shared / partitioned like real tape drives

• Tape Volume Caching – Disk Speeds
• Designed to eliminate all or many physical tape delays

• Can support 100 % write and read hits
• Optional Volume Stacking

• Designed to fully utilize IBM’s cartridge and library 
capacity

• Allows the capacity to grow far beyond a disk only 
solution 

• Stacks multiple logical volumes onto physical cartridges
• Supports TS1140/TS1130/TS1120 and/or 3592 J1A tape 

drives

• Volume Replication
• Outboard replication between virtual tape libraries 

for seamless business continuance
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• System p server with IBM Power7
• High performance 8 core, 64 bit engines

• IBM RAID DASD
• High performance AES 128bit encryption disks

• AIX
• Reliable, robust, tools suites and support

• General Parallel File System (GPFS)
• High performance, high capacity, highly scalable

• DB/2
• Highly scalable, highly available database

• WebSphere Message Queues
• Highly available messaging architecture

• FICON host adapters
• Host Perform Library Function (PLF) zSeries Commands Interface

• True synergy with z/OS without any dependency on MTL support
• IBM Tape and Automation Technology

• 3592/TS1140 4TB on a tape
• TS3500 modular, scalable, highly available automation

Leveraging IBM Technology
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TS7700 Virtualization Engine Solutions
• TS7720 Virtualization Engine

• Access-centric applications (image data, 
report servers, critical backups, HSM 
ML2)

• Up to 580TB disk cache
• 1.7 PB with 3:1 compression

• TS7740 Virtualization Engine
• Cost-efficient applications (HSM, general 

backups, aged data, archive)
• Up to 28TB disk cache

• 84TB with 3:1 compression
• Over 21PB backend physical tape 

storage
• 63PB with 3:1 compression

Drives/LibraryHosts

TS7740 Cluster

Hosts

TS7720 Cluster



IBM

Resident Only Data

Disk 
Cache

Prefer Keep (LRU)

TS7740 Intelligent Tape Integration

Reads & Writes

• Automatic Tier Management Between Disk Cache and Physical Tape
• All host reads and writes are through disk cache at disk speeds

• The host is only aware of logical devices as the access point to all volumes
• New or modified data is stacked/copied to physical tape within the TS3500 library
• Data remains in disk cache using policy management

• Data can be preferred to be flushed from cache (PG0)
• Data can be kept in cache (PG1) which relies on an LRU algorithm

• Aged or PG0 volumes are removed from disk cache automatically leaving a copy on tape
• Just a few terabytes of disk cache provides the benefits of disk without giving up the 

benefits of physical tape
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TS7700 z/OS Policy Management
• Integrated DFSMS support

• Automatic Class Selection (ACS) Routines
• Storage construct names assigned to logical volumes
• Construct names passed to TS7700 during mount request

• Volume granular policy management
• No dependency on Tape Management System pools

• Dynamic policy updates
• Simply redefine the name or rules and 

a simple mount/demount enforces it
• Most TS7700 features are policy managed

• Volume capacities, media types, replication 
policies, physical tape pooling, allocation 
assistance, tier to tape behavior and many others.
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TS7700 Monitoring/Management

• Web-based Management Interface
• Configuration/health/performance 

status/statistics
• z/OS operator console

• ‘Green Screen’
• For operator monitoring of TS7700 

status and changing of many 
settings

• Operational statistical data
• Captured every 15 minutes, 90 

rolling days kept outboard
• IBM provided report formatting tools 

(VEHSTATS, MI Graphical Output)
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GUI Historical Statistics Panel
• Graphical summary of up to 24 hours of workload in the last 90 days

• Determine how the TS7700 is managing host I/O, hierarchal storage management 
and grid replication

• Look for potential bottlenecks which can be tuned through Library Request settings
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TS700 Feature Highlights

• Logical WORM
• Achieve certification with emulated logical WORM

• LDAP Support
• Centralized user role authentication 

• SNMP Alerts
• Audit friendly through SNMP alerts of all GUI user events

• Selective Device Access Control
• Add a layer of security for multi-tenancy

• Optional tight integration with TS3500/TS1100 technology
• Intelligent tiering to tape
• Encryption, stacking, drive pooling, automatic reclamation, 

export/import, nearly endless capacity, transparent to TMS
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IBM TS7700 System Z Virtual Tape Engine 
Leveraging Grid as Cloud Storage for System Z Tape

TS7740TS7720TS7700

System z hosts view up to System z hosts view up to 
1536 equivalent devices1536 equivalent devices

Grid CloudGrid Cloud
Grid access to all data Grid access to all data 
independent of where it existsindependent of where it exists

Replication

Cumulative FICON Cumulative FICON 
throughput of over 6GB/sthroughput of over 6GB/s••Disk SpeedsDisk Speeds

••TS1100 Tape TS1100 Tape 
IntegrationIntegration

••Transparent Transparent 
Business Business 
ContinuanceContinuance

••EncryptionEncryption

Grid CloudGrid Cloud
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3-Way HA/DR Grid Configurations

LAN/WAN

•Two production TS7700 clusters for HA both replicating into a more remote TS7700
• Each production TS7700 can optionally replicate to its adjacent cluster 
• HA production clusters may be tightly coupled within the same location or spread apart at 

metro distances
• Remote cluster contains all DR relevant data

• Used for Disaster Recovery Testing
• Used as a Disaster Recovery Location
• Can also be used for production

HA Pair

TS7700 Cluster

TS7700 Cluster TS7700 Cluster

HA/DR Grid
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Hybrid Grid Configurations 
•Not one size fits all

• Disk only solutions are optimal for primary data applications or applications which 
need fast access times

• Solutions tightly integrated with physical tape are best for archive and backup data
• Total cost of ownership also factors into a customer’s choice which doesn’t always 

agree with usage case
•Hybrid is the best of both technologies

• Using Grid architecture, intermix disk only TS7720 solutions with disk/tape TS7740 
solutions

• Allows customer to configure how their data is managed in order to fully benefit from 
an intermixed configuration

• Allows IBM to be flexible in its offerings while also differentiating itself with smarter 
options

TS7720

TS7740
Which 
one?

DISK ACCESS SPEED/POWER/COST                             T
APE ACCESS SPEED/POWER/COST

HSM ML2

Image 
Processing

Prim
ary 

D
ata

HSM Backup

Archive 
D

ata

Long Term 
Regulatory 
Retention

Offsite Physical Copies



IBM

3-Way HA/DR Hybrid Grid Configuration

Drives/Library

TS7740 ClusterLAN/WAN

•Production Hybrid Pair for HA both feeding into a common TS7740
• Deep disk cache at production for high cache hit ratios
• Deep TS7740 capacity at both locations for cost effective long term archive & DR
• Provides 580TB+ of HIGH PERFORMANCE production cache
• Ability to have particular workloads favor the TS7720 while others favor the TS7740

•Data migrates into the TS7740s
• If the TS7720 reaches capacity, the oldest data which has already been replicated to the 

TS7740 will be removed from the TS7720 cache.
• Though not necessary, copy export can be used at both the production and DR locations

TS7720 Cluster

Drives/Library

TS7740 Cluster
Copy Export 
(Optional)

Copy Export 
(Optional)



IBM

Prefer Remove (LRU Order)

Hybrid Intelligent Tape Integration

Drives/Library

TS7740 Cluster
LAN/WAN

•TS7720 clusters in a grid are designed to run at maximum capacity
•Through policy management, data can be:

• Pinned – Reside in TS7720 disk cache indefinitely
• Retained – Pinned for a duration of time since last access, then Keep or Remove
• Prefer Kept or Removed – Two groups using LRU algorithm

•Data is removed from TS7720 disk cache after validating data already exists on TS7740s
•Automatic and nearly transparent integration of physical tape

• Aged or archive data naturally ends up on tape within TS7740s
• Other workloads can be pinned or retained in cache for 100% cache hits on reads

TS7720 Cluster

Drives/Library

TS7740 Cluster

Pinned 
Volumes

Retained 
Volumes

Prefer Keep (LRU Order)
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Disaster Recovery Testing

TS7740 
VE

•Production 
Jobs

DR Test Host

TS7740 
VE

•DR Test Jobs

•Read all volumes

•Write only to DR 
Volumes

• Full support of concurrent testing
• DR test host can run while 

production continues
• Production data continues to 

replicate during the entire test
• Production data protection

• Use TS7700 selective write protect 
to isolate DR test volumes by 
category for full read/write access 
while only allowing read access to 
production volumes

• Access production volumes which 
have been returned to scratch as 
private volumes within DR location

Production Host
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TS7700 R2.1 HighlightsTS7700 R2.1 Highlights

R2.1R2.1
••AES 128bit Disk Encryption AES 128bit Disk Encryption –– R2.1pga2R2.1pga2
••Sync Mode CopySync Mode Copy
••Remote Mount Link FailoverRemote Mount Link Failover
••Grid MergesGrid Merges
••Copy Export MergeCopy Export Merge
••TS1140 JA/JJ Media SupportTS1140 JA/JJ Media Support
••Copy Export AcceleratorCopy Export Accelerator
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TS7700 Encryption Support
• TS7700 Disk Encryption – Limited iRPQs

• TS7740 – Internal key AES 128bit encryption – R2.1pga1
• Limited to 7TB single drawer configuration

• Larger configurations available in near future release.
• TS7720 – Internal key AES 128bit encryption – R2.1pga2

• Limited capacities
• Single frame - 240TB
• Expandable in near future release.



IBM

Tapes First Mainframe Synchronous Copy
• Volume End Guaranteed/Immediate mode copy does not provide a Zero RPO

• Applications which stack datasets to tape such as DFSMShsm ML2 migrations can remove 
previously stacked datasets from DASD prior to end of volume processing

• Content not yet replicated up to that point on tape is exposed to a single datacenter copy 
only on tape

• TS7700 provides the first sync point granular Zero RPO synchronous copy method
• Up to two sites will be kept consistent after each implicit or explicit tape SYNC operation
• Policy managed at volume granularity.  Only volumes requiring sync are sync’d.
• Provides applications, such as DFSMShsm, dataset level replication (Zero RPO!)
• When duplexing fails, downgrade to sync-deferred or fail job based on policy management.
• Additional Deferred and/or Immediate copies can occur once volume is closed
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Remote Mount Automatic IP Failover
•Automatic ability to fail over remote mounts to alternative links when a link outage is 
detected

• This enhancement introduces the ability for the TS7700 to automatically re-drive 
the remote write or read operation down an alternate link without failing the host 
job

• Up to three additional links (four link configuration) will be attempted before a 
job is failed

Cluster0 Cluster1

LAN/WAN

TCP/IP 
Server

TCP/IP 
Client

Initial Link 
Failed

Job Continues Down 
Alternate Link

Host Remote 
Reads/Writes
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Grid Merge
•Merge Two Existing Grids into a single Joined Grid
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TS1140 (Jag4) Support
• Support read only use of JA/JJ

• TS1140 drives will support read only use of JA/JJ
• Retain JA/JJ footprint indefinitely or migrate to newer 

4TB JC media or improved JB media at 1.6TB.

Media TS1140
JA Read

JJ Read

JB Read-E05
1.0TB-E06*
1.6TB-E07

JC 4TB

JK 500GB

TS1140

*For JB Copy Export E06 format 
or previously written JB-E06 
appends
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Copy Export Merge

Source TS7740

TVC

Pool 01 Pool 09

Production Host

Database

Production Site

Restore Site

Existing TS7740

TVC

Add to Pool 09

Database

Existing Host

Dual copy of data
Export second copy w/DB

Load all exported volumes in lib
Restore DB from latest export 
volume and merge content into 
existing TS7740

Existing Pools

Merge 
LVOLS

Merge 
DB

To 
Peers
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TS7700 is used by more
than 75% of the 
US Top Banks
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Questions?
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Thank You
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Disclaimers and Trademarks 1 of 2
• Copyright© 2012 by International Business Machines Corporation.

• No part of this document may be reproduced or transmitted in any form without written permission from IBM Corporation.

• The performance data contained herein were obtained in a controlled, isolated environment.  Results obtained in other 
operating environments may vary significantly.  While IBM has reviewed each item for accuracy in a specific situation, 
there is no guarantee that the same or similar results will be obtained elsewhere. These values do not constitute a 
guarantee of performance. The use of this information or the implementation of any of the techniques discussed herein is a 
customer responsibility and depends on the customer's ability to evaluate and integrate them into their operating 
environment.  Customers attempting  to adapt these techniques to their own environments do so at their own risk.

• Product data has been reviewed for accuracy as of the date of initial publication.  Product data is subject to change without 
notice.  This information could include technical inaccuracies or typographical errors.  IBM may make improvements and/or 
changes in the product(s) and/or programs(s) at any time without notice.  Any statements regarding IBM's future direction 
and intent are subject to change or withdrawal without notice, and represent goals and objectives only

• References in this document to IBM products, programs, or services does not imply that IBM intends to make such 
products, programs or services available in all countries in which IBM operates or does business.  Any reference to an IBM 
Program Product in this document is not intended  to state or imply that only that program product may be used.  Any 
functionally equivalent program, that does not infringe IBM's intellectually property rights, may be used instead.  It is the 
user's responsibility to evaluate and verify the operation of any on-IBM product, program or service.
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• THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER 

EXPRESS OR IMPLIED.  IBM EXPRESSLY DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A 
PARTICULAR PURPOSE OR NONINFRINGEMENT. 

• IBM shall have no responsibility to update this information.  IBM products are warranted according to the terms and 
conditions of the agreements (e.g. IBM Customer Agreement, Statement of Limited Warranty, International Program 
License Agreement, etc.) under which they are provided.  IBM is not responsible for the performance or interoperability of 
any non-IBM products discussed herein.

• Information concerning non-IBM products was obtained from the suppliers of those products, their published 
announcements or other publicly available sources.  IBM has not tested those products in connection with this publication 
and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products.  Questions 
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

• The provision of the information contained herein is not intended to, and does not, grant any right or license under any IBM 
patents or copyrights.  Inquiries regarding patent or copyright licenses should be made, in writing, to: 

IBM Director of Licensing 
IBM Corporation 
North Castle Drive 
Armonk, NY  10504-1785 
U.S.A.

• The following terms are trademarks or registered trademarks of the IBM Corporation in either the United States, other 
countries or both.

• IBM, TotalStorage, zSeries, pSeries, xSeries, S/390, ES/9000, AS/400, RS/6000
• z/OS, z/VM, VM/ESA, OS/390, AIX, DFSMS/MVS, OS/2, OS/400, ESCON, Tivoli
• iSeries, ES/3090,  VSE/ESA, TPF, DFSMSdfp, DFSMSdss, DFSMShsm, DFSMSrmm, FICON, 

• Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, 
other countries, or both.  Other company, product, and service names mentioned may be trademarks or registered  
trademarks of their respective companies.
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