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Storage Tiering – Why do we need it? 

 The demands of high I/O Rate workloads and high 

capacity requirements stress the economics of 

storage 

 We have technologies good for IOPs, and 

technologies good for $/Gbyte (but not both).  

– We need to address a mix of workloads 

– And the workloads change over time 

 Static assignment of data to a storage type, and 

human managed placement will not address the 

dynamic need, or the scale and complexity. 

 We need multiple tiers of storage and automated 

data placement and movement 
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IO Performance / Capacity losing ground 
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Overview of Easy Tier 

 Easy Tier provides automatic volume management capabilities 

– Sub-volume drive tiering - Data movement and placement based on 

historical data access patterns 

– Automated drive utilization balancing to remove hot spots or populate 

new, empty ranks  

– No manual input required to optimize performance as workloads change 

 Easy Tier planning and management 

– Storage Tier Advisor Tool (STAT) for I/O analysis and projected benefits 

– A command line interface and a GUI for setup and management 

– Manual command based volume relocation, extent pool merge, rank 

depopulation 

 Easy Tier is a licensed feature for the DS8700/DS8800 

– No charge – but you still have to order the feature and activate the license 

– Supported by all server platforms with no additional software or host 

configuration 
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DS8000 Easy Tier at a Glance 

 Monitors real time performance of each 1GiB 
extent (sub-volume) to determine the data 
‘temperature’ 

 Creates extent migration plan for optimal data 
placement every 24 hours based on 
performance statistics  

 Migrates extents one tier at a time across 
heterogeneous tiers and within a 
homogeneous tier according to migration 
plan(s) over 24 hour period 

 A limited number of extents are chosen 
for migration every 5 minutes to avoid 
performance impact 

 DS8000 value = better performance 
optimization and ease of use 

        Solid-state 

  Enterprise - FC / SAS 

Nearline - SAS / SATA 
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Easy Tier Benefits 

 Relocating just 5% of the data 
from HDDs to SSDs, reduced 
average I/O response time from 
9ms to 2ms! 
 

 Optimal use of expensive SSDs 
 
 

Source: Storage Performance Council, April 2010: http://www.storageperformance.org/results/benchmark_results_spc1#a00092 
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DS8000 Easy Tier Impact: Large Banking Customer 

 Effects of Easy Tier (7.8 % SSD Capacity added, 1.5 TB SSD to 21 TB SAS Pool) 

 Read Response Time reduced by 91 %  (18 ms  1.6 ms) 

 Read IOPS  +597 %  

 Write IOPS  +30 % 

 Traffic Profile  

R:W 70:30, 8K blocks, random 
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Easy Tier intra-tier Rebalancing 
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Single Tier 

 Continuous rebalancing within each 

tier maintains peak performance 

across all drives 

 

 Automatic rebalance of data across 

all ranks when additional capacity 

added to the pool 

 

 Easy Tier complements other 

performance optimization features 

– Advanced caching algorithms  

– Storage Pool Striping (wide striping)  

– I/O Priority Manager for QoS 

 

 DS8000 value = automatic 

performance balance and ease of use 
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Easy Tier intra-tier Rebalancing – Improved Throughput 
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Performance gain on single-tier pool 

–The re-balanced system showed a 3x throughput improvement and equal or better 

response times without any operator activity! 

Supports single-tier and multi-tier systems 

All performance data contained here were obtained in the specific operating environment and under the conditions and/or configuration described above and is presented as an 

illustration. Details are available in the “IBM System Storage DS8800 and DS8700 Performance with Easy Tier 3rd Generation” whitepaper. Performance obtained in other operating 

environments may vary and customers should conduct their own testing 



© 2012 IBM Corporation 

Easy Tier Supported Versions 
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 Easy Tier 1 (DS8700 R5.1) 

– Automated cross-tier performance management for SSD/HDD hybrid pools 

– Manual mode management support for dynamic extent pool merge and dynamic 
volume relocation 

 Easy Tier 2 (DS8700/DS8800 R6.1) 

– Automated cross-tier performance or storage economics management for 
hybrid pools with any 2 tiers (SSD/ENT, SSD/NL or ENT/NL)  

– Automated intra-tier performance management (auto-rebalance)  
in hybrid pools  

– Manual mode management support for rank depopulation  and optimized volume 
restriping within non-managed pools (manual volume rebalance) 

 Easy Tier 3 (DS8700/DS8800 R6.2) 

– Automated cross-tier performance and storage economics management for hybrid 
pools with 3 tiers (SSD/ENT/NL)  

– Automated intra-tier performance management in both hybrid (multi-tier) as well as 
homogenous (single tier) pools (auto-rebalance) 

– Thin Provisioning support for Extent Space Efficient (ESE) Volumes  

 Easy Tier 4 (DS8800 R6.3) 

– Support for encryption capable environments 

• DS8800 has FDE capable SSD and nearline 
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Storage Tier Advisor Tool (STAT) 

 System Summary Report 

– Support pool configurations with up 3 tiers (SSD – ENT – NL)  

– Tier status: Existing Tier SSD/ENT/NL is IOPS/BW overloaded/skewed  

 

 Storage Pool Performance Statistics and Improvement Recommendation 

– Existing Tier Status showing rank utilization for each tier 

– Recommended SSD, Enterprise, NL Configurations 

• Expanding 1-tier HDD and any 2-tier configurations to 3-tier configurations 

• Expanding existing tiers when tiers are BW or IOPS overloaded 

– Volume Heat Distribution 

• Showing capacity and heat distribution by tier (hot data - warm data - cold data)  

 

 Systemwide Recommendation 

– Recommended SSD Configuration 

– Recommended Enterprise Configuration 

– Recommended NL Configuration 

Download STAT (no charge) and run on Windows  

https://www-304.ibm.com/support/docview.wss?uid=ssg1S4000876&wv=1 

../../Easy Tier/Value of Easy Tier 102011.pptx
../../Easy Tier/Value of Easy Tier 102011.pptx
../../Easy Tier/Value of Easy Tier 102011.pptx
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Summary of Easy Tier Migration Capabilities 

Merged Pools 

(SSD+HDD) 

SSD Pools Nearline Pools 

Volume-based data relocation 

Cross-tier data relocation 

Manual volume migration 
Change Disk Class 

Change RAID Type 

Change RPM 

Change striping 
Automated  intra-tier 

rebalance 

Enterprise Pools 

Easy Tier managed pools 
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DS8000 Value 

  Easy Tier 

– Enables the consolidation of more workloads onto the 
DS8000 by automating storage performance and 
economics of management across all 3 drive tiers 

– Security for data at rest with encrypting drives 

– Automatic rebalancing of extents for consistent 
performance 

– Manual Mode provides significant functional 
capabilities to storage administrators 

 Storage Tier Advisor Tool (STAT) 

– Provides an understanding of what application data 
can benefit the most from relocation to SSDs, 
Enterprise (SAS/FC) drives or Nearline SAS drives 

 I/O Priority Manager (QoS) 

– Provides tremendous scalability to manage more 
applications effectively and efficiently with a single 
DS8000 system 

 Ease of Use 

– Common management across IBM storage portfolio 

– Simplified logical configuration setup and management 
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