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NOTICES AND DISCLAIMERS



Trademarks

• DFSMS
• DFSMSdfp
• DFSMSdss
• DFSMShsm
• DFSMSrmm

• DFSORT
• IBM
• RACF
• TotalStorage
• z/OS
• OMEGAMON

The following terms are trademarks of International Business Machines Corporation 
in the United States, other countries, or both:

Other company, product or service names may be trademarks or service marks of 
others. 



Agenda

Features
• Base product through IF0003
• Latest Features IF0004

• Storage Toolkit  SITUATION Take Action 

Monitoring
• Application Monitoring
• Cache CU
• User DASD Groups
• Historical collection and Trending
Performance
• DASD Device Monitoring
• Dataset I/O

The following terms are trademarks of International Business Machines Corporation 
in the United States, other countries, or both:



Release History
• OMEGAMON is currently at the Version 4.2.0 with 4 Interim Features adding functionality
• An OMEGAMON II for SMS 3270 Address Space still exists.

V4.2.0 GA 4Q 2008

IF1  July 2009

IF2  December 2009

IF3  August 2010

IF4  November 2011

V5.10 Soon  201x



OMEGAMON XE for Storage 
Release History

Interim Features are installed with a PTF
They are cumulative

Distributed Interim Fixes may be required

Platform maintenance table
http://www-01.ibm.com/support/docview.wss?rs=203&uid=swg27008514



OMEGAMON XE for Storage 
Base product or Interim Feature ? 

How to determine which Interim Feature version you’re at

Navigator Item: Enterprise  
Workspace:       Managed System Status
Attributes: Product S3 Version 04.20.IF   Interim Feature Number



OMEGAMON XE for Storage 
Version 420 Features

Features



OMEGAMON XE for Storage 
Version 420 Features

• BASE Product

• Storage Toolkit enhancements  IDCAMS
• New BATCH JCL capabilities 
• New COMMAND capabilities
• DFSMSrmm support
• EAV support
• Tivoli Common Reporting TCR Support
• Dynamic workspace links to sTEP children 
• Currency   new z/OS features 
• Security enhanced for userid of TEP user



OMEGAMON XE for Storage 
Version 420 Features

• BASE Product

• Storage Toolkit  
improvements
DFHSM
DFDSS
IDCAMS
RMM subcommands

• IF0001

• Edit BATCH JCL Enhancement
• Space Statistic Metrics
• Solid State Device Support
• More attributes in TDW 



OMEGAMON XE for Storage 
Version 420 Features

• IF0002

• Dynamic DASD Volume Groups
• Dynamic Dataset Groups 
• Improved Tivoli Data 

Warehouse Support
• Hitachi DASD Support

• IF0003 Never presented

• Used Space Statistics Metrics
• TotalStorage Array Problem 

Detection 
• Multivolume Dataset Attributes 
• Group level Storage Toolkit 

commands 
• Online Application 

monitoring definition
• DFSMShsm Common recall 

Queue



OMEGAMON XE for Storage 
Version 420 Features

• IF0004

• Storage Toolkit Take Action
• Hitachi DASD Support
• Oracle STK Tape Support



OMEGAMON XE for Storage 
Version 420 Features 

Currency

• BASE Product

• DS8000 Support
• TS7700 Support
• EAV Support

• IF0001

• Solid State Device Support



OMEGAMON XE for Storage 
Version 420 Features

• No additional hardware currency support needed in

• IF0002
• IF0003
• IF0004

Currency



OMEGAMON XE for Storage 
Version 420 Features 
BASE Product More Storage Toolkit commands 



OMEGAMON XE for Storage 
Version 420 Features 

BASE Product  BATCH JCL



OMEGAMON XE for Storage 
Version 420 Features 

BASE Product   BATCH JCL



OMEGAMON XE for Storage 
Version 420 Features 

BASE Product   ISSUE A COMMAND



OMEGAMON XE for Storage 
Version 420 Features 

BASE Product DFSMSrmm Support

RMM CDS Information:     CDS and Journal utilization
Volume Information:   Status, Percentages, Utilization, Pending 
Datasets by Job, Accounting, program   Owners
VRS Definitions



OMEGAMON XE for Storage 
Version 420 Features 
BASE Product Tivoli Common Reporting 

Support is provided with V420 for Tivoli Common Reporting TCR

Storage  HSM Migrate and Recall Function Requests
Storage  System Volume  and Dataset DASD Usage
Storage  Dataset Group DASD Usage

TCR requires the appropriate attribute Groups to be configured in 
the historical collection and written to the Tivoli Data Warehouse at 
sufficient intervals for reporting to be provided. 

http://publib.boulder.ibm.com/infocenter/tivhelp/v3r1/topic/com.ibm.ti
voli.tcr_cog.doc/tcr_welcome.html



OMEGAMON XE for Storage 
Version 420 Features 
BASE Product  Dynamic Workspace Linking Between products



OMEGAMON XE for Storage 
Version 420 Features 
IF1  EDIT BATCH JCL Enhancements

FB 80 requirement   Ruler  line #    Insert   Col indicator



OMEGAMON XE for Storage 
Version 420 Features 
IF1  Space Statistic Metrics

TRACKS
CYLINDERS
MEGABYTES
GIGABYTES

% UTILIZED 
% FREE



OMEGAMON XE for Storage 
Version 420 Features 
IF1  Solid State Device Support



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dynamic DASD Volume Groups



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dynamic DASD Volume Groups

√ PERSIST  

keeps definition across TEMS 
restarts

Unchecked discards definition

Persistent or temporary User DASD Groups return the same
Information



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dynamic DASD Volume Groups

Conditionally
Include
volumes
in the
list



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dataset Attributes Group Summary     Background information

Dataset Attributes Database
Collected once every 24 hours by a schedule datasets found on all 
scanned volumes. 

Dataset Group Summary
Collected as indicated in the “Collection Interval”  using a dataset mask 
and starting with the datasets catalog entries.

The Collection interval might be the RMF interval,  every 6 hours or 
On Demand (ie when navigating to the workspace)



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dataset Attributes Group Summary     Background information

Dataset Attributes Group Summary
Right click the Dataset attributes system Summary 
Navigator item and select the Dataset Attributes Group Summary



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dataset Attributes Group Summary     Background information

Dynamic Dataset Groups



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dataset Attributes Group Summary  and Dyanmic Dataset Groups



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Dynamic Dataset Groups

Results returned in a new row

Storage toolkit actions available 
link to details
Situation monitoring



OMEGAMON XE for Storage 
Version 420 Features 
IF2  Hitachi DASD Support



OMEGAMON XE for Storage 
Version 420 Features

Interim Feature 3



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Used Space Statistics metrics

• Allows the user to see reports based upon metrics and units that 
they are comfortable with

• Allows the user to view storage group and user dasd group used 
space metrics in cylinders, tracks, megabytes and gigabytes

• The cylinders, tracks, megabytes and gigabyte fields are filtered out 
by default, the user will need to change the filtering information if 
they prefer to see these fields

SMS Storage Groups Space
SMS Storage Groups Space Trend
User DASD Groups Space
User DASD Groups Space Trend



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Used Space Statistics metrics             Filtering



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Used Space Statistics metrics      Additional Attributes

Used Space Cylinders
Used Space Tracks
Used Space GB
Used Space MB

Track Managed Used Space Cylinders
Track Managed Used Space Tracks
Track Managed Used Space GB
Track Managed Used Space MB



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Array Problem Detection    

 Allows users to know when a raid rank is not performing due to a problem with 
an array so that they may take corrective action

 Allows users to be alerted via situations when an array has been identified as 
being in any of the following conditions:

Raid Degraded. One or more array members need rebuilding 

DDM Throttling. A Near-line DDM in the array is throttling 
performance due to temperature or workload.

RPM Exception. A DDM with an slower RPM than the normal
array DDMs is a member of the array as a result of a 
sparing action.



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Array Problem Detection     Changed Workspaces

• TotalStorage Configuration 
• TotalStorage Ranks
• TotalStorage Array Configuration
• TotalStorage Extent Pool Trend
• TotalStorage Ranks Trend
• TotalStorage Rank History

Situations for Direct Situation Analysis
• * KS3_TDS_Rank_Array_Prob_Crit
• * KS3_TDS_ExtPool_Array_Prob_Crit
• * KS3_TDS_Array_Prob_Crit



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Configuration   



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Ranks



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Array Configuration



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Problem Detection  New Situations

• KS3_TDS_Array_Degraded_Crit
• KS3_TDS_Array_Throttled_Crit

• KS3_TDS_Array_RPM_Crit

• KS3_TDS_Rank_Array_Prob_Crit
• Direct situation analysis link to TotalStorage Array Configuration

• KS3_TDS_ExtPool_Array_Prob_Crit 
• Direct situation analysis link to TotalStorage Ranks

• KS3_TDS_Array_Prob_Crit
• Direct situation analysis link to TotalStorage Configuration



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TotalStorage Problem Detection          New Situations



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support

• Allow users to see multivolume datasets as a single entity 
rather than as multiple entities over multiple volumes so that 
they can properly assess the allocation of multivolume 
datasets

• Allows users to see accurate metrics that properly reflect 
multivolume datasets so that they can see the largest 
datasets on their system, not the largest on a single volume



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Changed  Workspaces and Attributes

• * Multivolume Dataset Attribute Details 
• Dataset Attributes System Summary 
• Dataset Space Summary 
• Largest Datasets in DSORG 
• Largest Inefficient Blocksize Datasets 
• Newborn Dataset Summary – Datasets 0 or 1 Day Old 
• Mature Dataset Summary – Largest Datasets Unreferenced > 366 

Days 
• Largest Never Referenced Datasets 
• Datasets in Catalog 
• Largest Datasets in SMS Class 
• Dataset Attributes Group Details 



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Dataset Attribute Dataset Collection



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Dataset Attribute System Summary



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Dataset Attribute Dataset Details



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Dataset Attribute Largest DS  DSORG



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Dataset space Summary



OMEGAMON XE for Storage 
Version 420 Features 
IF3  MultiVolume Dataset Support   Dataset Attribute Dataset Collection



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Group Level Storage Toolkit Commands



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Group Level Storage Toolkit Commands    Volume



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Group Level Storage Toolkit Commands    Datasets



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Group Level Storage Toolkit Commands   Example

Problem to be solved:

User wants to run a daily defrag at
1:00 am on all volumes where the
fragmentation index is greater than
700

1) Go to the User DASD Space 
workspace

2) Create a group with the attributes 
shown on the right



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Group Level Storage Toolkit Commands   Example

3) Right click on row
4) Select Volume Actions -> Defrag



OMEGAMON XE for Storage 
Version 420 Features 
IF3  Group Level Storage Toolkit Commands   Example

5) Schedule the command to run at 1:00 
am each morning

6) When the commands runs at 1:00, the 
group will be evaluated at that time to 
see which volumes match the 
fragmentation index > 700 and run the 
defrag command against those volumes



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TEP Application Monitoring definitions



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TEP Application Monitoring definitions    Add Application



OMEGAMON XE for Storage 
Version 420 Features 
IF3  TEP Application Monitoring definitions    Modify Edit Delete  Application



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue 

 Allow users to monitor the DFSMShsm common recall queue. 

 Allow users to view the recall activity within an HSMplex from any OM XE Storage attached to the 
HSMplex so the user can quickly identify the general health and detailed activity of the function for 
better management capability.

 Allow users to see summarization information about the requests on the common recall queue to 
quickly assess health.

 Allow users to see configuration information about the DFSMShsm common queue to quickly identify 
if there is a problem or could be a potential problem.

 Allow users to monitor the status of individual requests on the queue and attached DFSMShsm 
address spaces servicing these requests, so that they can see which DFSMShsm is processing the 
request for better management and problem analysis capability. 

 Allow users to see configuration information about the DFSMShsm common queue on a single new 
workspace so that they can easily understand the health of the common queue.

 Allow users to see common recall queue activity information in a single view so that they can follow 
the workflow.



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue 

 Allow users to monitor the DFSMShsm common recall queue. 

 Allow users to view the recall activity within an HSMplex from any OM XE Storage attached to the 
HSMplex so the user can quickly identify the general health and detailed activity of the function for 
better management capability.

 Allow users to see summarization information about the requests on the common recall queue to 
quickly assess health.

 Allow users to see configuration information about the DFSMShsm common queue to quickly identify 
if there is a problem or could be a potential problem.

 Allow users to monitor the status of individual requests on the queue and attached DFSMShsm 
address spaces servicing these requests, so that they can see which DFSMShsm is processing the 
request for better management and problem analysis capability. 

 Allow users to see configuration information about the DFSMShsm common queue on a single new 
workspace so that they can easily understand the health of the common queue.

 Allow users to see common recall queue activity information in a single view so that they can follow 
the workflow.



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue 

• DFSMShsm Status
• DFSMShsm Host Details
• * HSMplex CRQplex Details
• * CRQplex Details
• * CRQplex Requests

Situation workspaces for Direct Situation Analysis

• * KS3_HSM_CRQ_Host_Critical
• * KS3_HSM_CRQ_Host_Held_Critical
• * KS3_HSM_CRQ_Host_Recall_Crit
• * KS3_HSM_CRQ_Host_Place_Crit
• * KS3_HSM_CRQ_Host_Select_Crit
• * KS3_HSM_CRQ_Host_Disconn_Crit
• * KS3_HSM_CRQ_Entry_Full_Warning
• * KS3_HSM_CRQ_Element_Full_Warn



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue     DFHSM Status



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue     DFHSM Host Details



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue     HSMplex CRQPLEX  Details



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue     CRQplex  Requests



OMEGAMON XE for Storage 
Version 420 Features 
IF3  DFSMShsm Common Recall Queue  problem Detection



OMEGAMON XE for Storage 
Version 420 Features

Interim Feature 4



OMEGAMON XE for Storage 
Version 420 Features 
IF4 Storage Toolkit Take Action in Situation Definitions

Situation Take Action extended beyond 
SYSTEM COMMANDS  and UNIVERSAL MESSAGES

STORAGE TOOLKIT 

Allows for the Volume, Dataset,   BATCH JOB and Command 
when a Situation becomes TRUE 



OMEGAMON XE for Storage 
Version 420 Features 
IF4 Storage Toolkit Take Action in Situation Definitions



OMEGAMON XE for Storage 
Version 420 Features 
IF4 Storage Toolkit Take Action in Situation Definitions



OMEGAMON XE for Storage 
Version 420 Features 
IF4 Storage Toolkit Take Action in Situation Definitions



OMEGAMON XE for Storage 
Version 420 Features 
IF4 Hitachi Data Systems Devices

• Monitoring for Hitachi Data Systems type 2107 devices



OMEGAMON XE for Storage 
Version 420 Features 
IF4  ORACLE (SUN/STK) VSM support

Support for STK tape devices: STK 
tape devices, real and virtual, had 
been contained as part of the generic 
tape groups identified by tape device 
model. This enhancement results in 
STK VTSs and LSMs being identified 
by a row in the Tape Group 
Workspace. STK tape devices are 
displayed as being in the STK group 
rather than in the generic tape groups. 



OMEGAMON XE for Storage 
Version 420 Features

Tivoli Data Warehouse 
Enhancements



OMEGAMON XE for Storage 
Version 420 Features 

More Data in the Tivoli Data Warehouse support 

• BASE Product

• No New Attributes

• IF0001

• Channel Path
• Cache Control unit
• Logical control unit
• Volume Group Summary



OMEGAMON XE for Storage 
Version 420 Features 
IF1  More Attribute Groups in the Tivoli Data Warehouse TDW



OMEGAMON XE for Storage 
Version 420 Features 

• IF0002 • IF0003
More Data in the Tivoli Data Warehouse support 

Cache Devices
User DASD Groups
SMS Storage Groups
Dataset Attribute Groups



OMEGAMON XE for Storage 
Version 420 Features 

• IF0004
More Data in the Tivoli Data Warehouse support 

No new attributes in TDW

Performance Improvements 
Enhanced dataset group historical collection: This enhancement 
provides storage administrators with the ability to control the collection of 
detail historical data for the data sets in a data set group at the data set 
group level to reduce resource utilization. The improvement provides a 
way for you to switch the detail historical data collection on/off for certain 
data set groups



OMEGAMON XE for Storage 
Version 420 Features

Monitoring



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Performance and Space



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Performance and Space



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Detail Space for Application Selected



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Volume Space for Application Selected



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Volume Performance for Application Selected



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   DEFINING the App to Monitor



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   New definitions



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Old definitions



OMEGAMON XE for Storage 
Version 420 Monitoring 

Application Monitoring   Old definitions



OMEGAMON XE for Storage 
Version 420 Monitoring 

Cache CU



OMEGAMON XE for Storage 
Version 420 Monitoring 

Cache CU Performance 



OMEGAMON XE for Storage 
Version 420 Monitoring 

DASD Device Monitoring



OMEGAMON XE for Storage 
Version 420 Monitoring 

User DASD Groups



OMEGAMON XE for Storage 
Version 420 Monitoring 

Historical Collection   Required for Trending 



OMEGAMON XE for Storage 
Version 420 Monitoring 

Cross system Contention



OMEGAMON XE for Storage 
Version 420 Monitoring 

Cross system Contention



OMEGAMON XE for Storage 
Version 420 Features

Configuration
for

Performance 



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections  Default Values

Cache Statistics     collect every 5 minutes

DASD Response time     once a minute

DASD Space/fragmentation index   a multiple of response 
time

Tape Monitoring every 5 minutes

Application Volume datasets every 5 minutes



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections    Defaults in ICAT



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections    Example   - reduced collection intervals

Response time – 900                        15 minutes 
DASD space/frag   - 2                      30 minutes
Tape monitoring    - 3600                   1  hour



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections   DISK to EXCLUDE

Exclude as much as possible
SYSRES,  PAGxxx  SPOOLx   SPAREv etc

In a Shared DASD environment ONLY collect in one RTE



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections   I/O Performance

Default ICAT values
MSR Exception trip count is 2
Monitor Status ON  
Sample 1



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections 



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections 

MSR Exception trip count is 2  or higher determines overhead
Monitor Status MSR
Sample Cnt/MSR MSR default is 51



OMEGAMON XE for Storage 
Version 420 PERFORMANCE Considerations

Collections 

Monitor every I/O   but until an I/O MSR exceeds 51 
milliseconds 2 times in this sampling interval the I/O is not 
recorded as a problem.
Until millisecond response time exceeds Sample Cnt/MSR  
MSR exception trip count times in the sampling interval don’t 
record Response time problem



Summary

• OMEGAMON XE for Storage Agent can monitor events that occur 
sporadically 

• You can be notified for your BEFORE the problem impacts your 
storage environment and now drive a response automatically.

• Dynamic Linking between OMEGAMON Agents directs your attention 
to get directly to the source of the problem.

• Storage toolkit invocation with Situations allows for the automated 
correction or at least notification when problems are detected that 
warrants your immediate response

• Configuring OMEGAMON XE for Storage properly in your environment 
can gain the most benefit for the least overhead.  


