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Why participate in an Ensemble ?

• Hybrid computing

• Host parts of applications that are not supported on Linux for 
System z on Linux for System x (or Windows / AIX)

• Fit for purpose selection of different application components

• Bring application components in closer to System z

• Simplify the administration of the Ensemble components

• Simplify the production and disaster recovery deployment thru an “in 
the box” model.

• IEDN Network access to exchange information with a zBX blades 
(x86, Power, Datapower)

• Dedicated and isolated high speed virtualized networks

• Simplified HMC based graphical administration common across 
hardware architectures

• Potentially reduce network hops

• Firmware management thru the System z maintenance stream for 
the entire Ensemble

• CE services the hardware instead of the CRU model for zBX
components

• Linux guest could be the network entry/egress point for the IEDN via 
methods such as packet forwarding or VPN
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Key Enhancements for Ensemble Participation

• Supported SLES and RHEL distributions

• IEDN/INMN (OSX/OSM) NIC support 

• Kernel

• UDEV

• Tooling - YAST

• Legacy NIC connection to IEDN or INMN via virtual switch possible via 
OSDSIM support in VSWITCH

• Optional - Guest Platform Management Provider  (GPMP)

• Optional – Application Response Measurement (ARM) for middleware
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z/VM Ensemble IEDN Infrastructure (You define)
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Planning Resources

• Manuals

• Ensemble Planning and Configuration Guide GC27-2608

• Ensemble Performance Management Guide GC27-2607

• HMC Web Services API SC27-2616

• Red Book

• IBM zEnterprise Unified Resource Manager SG24-7921

• IBM Resource Link

• Driver Restriction Letter

• Required Maintenance

• http://www.vm.ibm.com/service/vmrequrm.html
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Planning Considerations – Before you begin

• Not all guests in a z/VM need be Ensemble managed

• Not all LPARs on a CEC need be Ensemble managed

• Multiple paths for a guest to become “Ensemble Managed”

• Existing guests can be “Migrated” to ensemble management at the 
HMC.

• New guests can be directly created at the HMC and new Linux image 
put in place.

• Create a new guest container at the HMC, but IPL an existing Linux 
guests disk in the new container.

• A Linux virtual server can be a member of the Ensemble and does not 
have to be run under z/VM, however Ensemble management of it is 
severely restricted.

• No disk storage management

• No INMN network

• No GPMP

• Only IEDN trunk connections supported (requires manual edits of Linux 
sysconfig files)
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Planning Considerations – Before you begin

• z/VM Linux guests may have their Ensemble MAC change every time 
the guest is started

• Implications for DHCP and some provisioning products

• x86 Ensemble Linux virtual servers persist the Ensemble MAC across 
restarts

• z/VM Linux guests persist their network devices via the virtual device 
number and you might need to manually setup the udev entry.

• x86 Ensemble Linux virtual servers persist their network devices via 
the Ensemble virtual MAC and you must manually setup the udev
entry if you have more than one nic.

• x86 Ensemble virtual server have multiple network and disk device 
drivers to pick from at the HMC.  For z/VM Linux guests there are no 
choices at the HMC.
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Planning Considerations – Before you begin

• No support for Live Guest Mobility/Migration by the Unified Resource Manager

• Supported Levels of Linux:

• System z (z196 or z114) - 64 bit distros only
• RHEL 5.6 6.0, 6.1, 6.2

• SLES  10 SP3, 11 SP1, SP2

• x86_64 (zBX HX5) – 64 bit distros only
• RHEL 5.5, 5.6, 6.0

• SLES 10 SP4, 11 SP1

• OSX Support 

• Red Hat RHEL 5.6 and RHEL 6.0 and above

• SUSE SLES 10 SP4 and SLES 11 SP1 with a maintenance update

• GPMP Support (System z)

• Red Hat Enterprise Linux (RHEL) 6, 5.5, 5.4, or 5.3

• SUSE Linux Enterprise Server (SLES) 11 or 10

• Native LPAR

• There is no guest platform management provider support for Linux on IBM System z 
running natively in an LPAR.
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Planning Considerations

• Access to the IEDN and OSX connections must be configured using Unified 
Resource Manager

• Ensemble will reject “out-of-band” connection attempts

• Unified Resource Manager Workload Management

• Use only one resource manager at a time

• If you are managing a guest with z/VM VMRM don’t manage it with the Unified 
Resource Manager at the same time.

• Enable one or the other, not both

• Requires an INMN connection to the guest and that the GPMP be installed

• Next Steps

• Create IEDN Virtual Switches to connect to the IEDN virtual networks

• Define Ensemble managed disk storage resources

• Define virtual server containers for Linux guests or migrate existing guests as 
needed to be manage by the Unified Resource Manager
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Ensemble Storage Resources for System z

• The Unified Resource Manager requires storage resources be defined to 
it and assigned to each hypervisor

• Storage Types

• ECKD

• SCSI EDEVs (Emulated Devices)

• No Ensemble support for dedicated FCP devices

• Discovery of both ECKD DASD and SCSI LUN is supported

• Presented to Linux as either

• Fullpack Minidisk

• Non-Fullpack Minidisk via storage group

• Minidisk Links to other z/VM guests/virtual servers
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Ensemble Storage Resources
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Ensemble Storage Resources - Discovery

Discovery can provide a 
quicker and more 
accurate way to get new 
storage resources 
defined to the Ensemble 
compared to manual 
entry
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Ensemble Storage Resources - Discovery

Select only the hypervisors 
for which discovery is 
required to be run.

Selecting extra will extend 
the discovery process
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Ensemble Storage Resources - Discovery

• The discovered z/VM storage can be exported to a CSV file (export 
option shown on next slide)

• These entries can be edited if needed and then imported to define 
the storage (step not shown)

• In Unified Resource Manager discovery of SCSI LUNs under z/VM 
requires a free FCP device / path with no LUNs defined to it
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Ensemble Storage Resources - Discovery
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Storage Resources– Manually add Storage Resource
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Storage Resources – Manually add Storage Resource
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Ensemble Storage Resources – Storage Group

• Guest storage allocations not 
using groups will result in a 
devno mdisk allocation

• To allocate less than a full 
pack you need to use a 
“Storage Group”

• Three predefined groups exist:

•3390

•3380

•FCP
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Ensemble Storage Resources– Storage Group
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Linux Network Considerations for Ensembles
• Native OSX interfaces are supported by 

the more recent kernel levels

• RHEL 6.1,   SLES 10 SP3,    
SLES 11 SP1

• No Linux access to OSX device 
without kernel support

• Latest levels (such as SLES 11 SP2) 
have full Yast and installer system 
support as well

• VSWITCH can “simulate” OSD for older 
systems that need OSX access

• OSDSIM support when you can’t 
get to the latest kernel level

• Do not attempt to set a MAC address in 
the guest

• z/VM will not allow 
(MACPROTECT)

• The ensemble could assign a 
different MAC next time

• Linux in a native LPAR is also supported

• No GPMP or workload 
management
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Creating an Ensemble Virtual Network 
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Creating an Ensemble Virtual Network

• Defining an Ensemble 
virtual network is simple.

• Supply the name, 
description, and VLAN ID 
number

• All required changes to the 
top of rack switches are 
transparently handled for 
you
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Ensemble Virtual Networking – Virtual Switches

• ccccc
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Ensemble Virtual Networking – Virtual Switches
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Ensemble Virtual Networking – Virtual Switches

Creating a Virtual Switch 
from the Unified 
Resource Manager is 
easy

Select “ETH” for a layer 2 
or “IP” for layer 3 virtual 
switch. (we would 
typically select ETH for 
IEDN access)

The OSX CHPID and 
device numbers are the 
remaining required bits of 
information
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition

Additional CPU and memory options are 
available for configuration after the virtual 

server has been defined
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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New Virtual Server Guest Definition
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Enable an Existing Virtual Server to be Managed

• You could either create new guest containers and copy or point them 
at existing disk storage

• Or you can make an existing guest be “Managed” by the Unified 
Resource Manager

• If you decide to start managing existing virtual servers, the pre-existing 
virtual network definitions will be reflected in the virtual server details 
but the “unmanaged” storage definitions will not.

• You can decide later to “unmanage” a virtual server, but it must have 
no managed resources assigned to it.
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Enable an Existing Virtual Server to be Managed
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Enable an Existing Virtual Server to be Managed
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Enable an Existing Virtual Server to be Managed
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Enable an Existing Virtual Server to be Managed

Once a guest is 

known to the Unified 

Resource Manager as 

a Virtual Server, you 

can change its 

configuration from the 

Unified Resource 

Manager, except for 

unmanaged 

resources.
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Installer Boot With OSX Interface

• The SLES 11 SP1 

(and older) installer 

system will not find 
an OSX interface

• Install with OSDSIM 

interface and add or 

convert after kernel 
upgrade

• (An interface with 

OSDSIM would 

have type QDIO, but 

connect to an IEDN 
network)
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Installer Boot with OSD Simulated Interface

• If the Network 

Adapter is 

redefined as OSD 

instead of OSX, 

the OSA devices 
are discovered

• The SLES 11 SP2 

installer system 

has all the 

required support 

built in and a 

simulated 

interface is not 
required
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Layer 2 MAC Address

• The layer 2 MAC address can be automatically recorded in the /etc/sysconfig/network 
scripts when the interface is configured

• The virtual MAC assigned to the guest by the Unified Resource Manager may change

• Remove the LLADDR entry from your IEDN interfaces

• An update to Linux should be available to correct this behavior

• LLADDR is added on SLES11 SP1, SLES11 SP2 does not add the LLADDR.
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Remove LLADDR

cd /etc/sysconfig/network

cp ifcfg-eth0 backup-ifcfg-eth0

sed ‘/LLADDR/d’ backup-ifcfg-eth0 > ifcfg-eth0
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Ensemble Virtual Networking – Virtual NICs



60

Ensemble Virtual Networking – Virtual NICs

OSD NIC+ IEDN 
Switch = OSDSIM

Native OSX NIC

OSM NIC for 
INMN

OSX NIC without 
Vswitch

(Trunked)
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Ensemble Virtual Networking – Virtual NICs

lbxzwas3:~ # ip addr

2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc pfifo_fast state UNKNOWN qlen 1000

link/ether 02:3c:90:00:00:35 brd ff:ff:ff:ff:ff:ff

inet 172.27.250.11/24 brd 172.27.250.255 scope global eth0

inet6 fe80::3c:90ff:fe00:35/64 scope link

valid_lft forever preferred_lft forever

3: eth1: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc pfifo_fast state UNKNOWN qlen 1000

link/ether 02:3c:90:00:00:36 brd ff:ff:ff:ff:ff:ff

inet 172.27.251.11/24 brd 172.27.251.255 scope global eth1
inet6 fe80::3c:90ff:fe00:36/64 scope link

valid_lft forever preferred_lft forever

4: eth3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc pfifo_fast state UNKNOWN qlen 1000

link/ether 02:3c:90:00:00:37 brd ff:ff:ff:ff:ff:ff

inet 169.254.49.126/16 brd 169.254.255.255 scope global eth3

inet6 fe80::3c:90ff:fe00:37/64 scope link

valid_lft forever preferred_lft forever

5: eth2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc pfifo_fast state UNKNOWN qlen 1000

link/ether 02:a0:30:00:00:14 brd ff:ff:ff:ff:ff:ff

inet6 fe80::a0:30ff:fe00:14/64 scope link

valid_lft forever preferred_lft forever

6: vlan252@eth2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc noqueue state UP

link/ether 02:a0:30:00:00:14 brd ff:ff:ff:ff:ff:ff

inet 172.27.252.11/24 brd 172.27.252.255 scope global vlan252

inet6 fe80::a0:30ff:fe00:14/64 scope link

valid_lft forever preferred_lft forever

OSDSIM NIC
VLAN 250

OSX NIC
VLAN 251

OSM NIC (IPV6)

OSX Trunk

OSX VLAN 
Subinterface
VLAN 252

Loopback results 
omitted
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Ensemble Virtual Networking – Virtual NICs

lbxzwas3:/etc/sysconfig/network # ls

config if-down.d ifcfg-eth0  ifcfg-eth2 ifcfg-lo       

ifcfg.template providers  routes.YaST2save

dhcp if-up.d ifcfg-eth1  ifcfg-eth3  ifcfg-vlan252

ifroute-lo      routes     scripts

• Every permanent network interface needs an “ifcfg” script.

• Normally these would be created for you by Yast, if you use it.

• The VLAN sub interface can not be created by Yast and must be setup manually



63

Virtual NICs – VLAN Subinterface

lbxzwas3:/etc/sysconfig/network # cat ifcfg-vlan252

BOOTPROTO='static'

BROADCAST=''

ETHTOOL_OPTIONS=''

IPADDR='172.27.252.11/24'

MTU=''

NAME='IBM Ethernet controller (0.0.0900)'

NETWORK=''

REMOTE_IPADDR=''

STARTMODE='auto'

VLAN='yes'

ETHERDEVICE='eth2'

USERCONTROL='no'

Note:  The actual 
VLAN ID # is only 

coded in the 
file/script name



64

Virtual NICs – VLAN Subinterface

lbxzwas3:/etc/sysconfig/network # cat ifcfg-eth2

#BOOTPROTO='static'

#BROADCAST=''

#ETHTOOL_OPTIONS=''

#IPADDR='/24'

#MTU=''

NAME='IBM Ethernet controller (0.0.0900)'

#NETWORK=''

#REMOTE_IPADDR=''

STARTMODE='auto'

#USERCONTROL='no'

This definition is 
referenced by the 

VLAN sub 
interface.  

Everything is  
commented out 
except for the 
STARTMODE 

and NAME.
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Virtual NICs - OSDSIM Interface

lbxzwas3:/etc/sysconfig/network # cat ifcfg-eth0

BOOTPROTO='static'

IPADDR='172.27.250.11/24'

BROADCAST=''

STARTMODE='auto'

NAME='OSA Express Network card (0.0.0600)'

ETHTOOL_OPTIONS=''

INTERFACETYPE='qeth'

MTU=''

NETWORK=''

REMOTE_IPADDR=''

USERCONTROL='no'

This definition is for an 
interface using 

OSDSIM (an OSD NIC 
tied to an IEDN 

vswitch).  
No VLAN sub-interface 

is required

This looks like a 
“regular” OSD OSA 

interface.
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Virtual NICs – OSX Interface

lbxzwas3:/etc/sysconfig/network # cat ifcfg-eth1

BOOTPROTO='static'

BROADCAST=''

ETHTOOL_OPTIONS=''

IPADDR='172.27.251.11/24'

MTU=''

NAME='IBM Ethernet controller (0.0.0700)'

NETWORK=''

REMOTE_IPADDR=''

STARTMODE='auto'

USERCONTROL='no'

This interface is 
using a “Native”

OSX device.  
However from this 

script you see know 
difference.  Kernel 
support is required 
for a OSX interface 

connection.
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Virtual NICs – INMN IPV6

lbxzwas3:/etc/sysconfig/network # cat ifcfg-eth3

BOOTPROTO='autoip'

BROADCAST=''

ETHTOOL_OPTIONS=''

INTERFACETYPE='qeth'

IPADDR=''

LLADDR=''

MTU=''

NAME='OSA Express Network card (0.0.0800)'

NETMASK=''

NETWORK=''

REMOTE_IPADDR=''

STARTMODE='auto'

USERCONTROL='no'

“autoip” is required 
for the linklocal

address 
acquisition

IPV6 support is 
built in.
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Ensemble Virtual Networking – Virtual NICs -

lbxzwas3:/etc/sysconfig/network # ip link show

1: lo: <LOOPBACK,UP,LOWER_UP> mtu 16436 qdisc noqueue state 
UNKNOWN

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc
pfifo_fast state UNKNOWN qlen 1000

link/ether 02:3c:90:00:00:35 brd ff:ff:ff:ff:ff:ff

3: eth1: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc
pfifo_fast state UNKNOWN qlen 1000

link/ether 02:3c:90:00:00:36 brd ff:ff:ff:ff:ff:ff

4: eth3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc
pfifo_fast state UNKNOWN qlen 1000

link/ether 02:3c:90:00:00:37 brd ff:ff:ff:ff:ff:ff

5: eth2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 qdisc
pfifo_fast state UNKNOWN qlen 1000

link/ether 02:a0:30:00:00:14 brd ff:ff:ff:ff:ff:ff

6: vlan252@eth2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1492 
qdisc noqueue state UP

link/ether 02:a0:30:00:00:14 brd ff:ff:ff:ff:ff:ff
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UDEV and OSX Interfaces

• OSX Interfaces (like OSD) require UDEV entries

• Older levels of distros do not create the udev entry even if you have a kernel 
update that supports OSX

• Format of the UDEV entry is the same as OSD

• Copy and update an existing OSD UDEV entry if needed

• Don’t forget OSX interfaces are layer2, ensure layer2=1 in the udev entry

• SLES 11 SP2 will automatically create the required UDEV entries
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The Guest Platform Management Provider

• Provides detailed performance data from the guest operating system 
to the Unified Resource Manager

• Is provided via the firmware/microcode update stream

• Ensemble performance data  flows across the INMN from your guest, 
but never your application data

• Optional, but is required if you want to feed Application Response 
Measurement data (ARM) from middleware to the zManager and is 
also required for “workload management” by the Unified Resource 
Manager

• Lets take a look at the steps to enable it
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Enabling INMN on Linux for System z
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Enabling INMN on Linux – Yast Example

Remember we do not want to code a MAC address in the configuration files.  

The Ensemble could assign a different virtual MAC the next time this guest 

is started.   Communications would fail if we tried to assign a different MAC
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Enabling INMN on Linux for System z

• Utilize “Zeroconf” to dynamically assign the IP address!  DON’T use DHCP!
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Validating INMN on Linux for System z

• Expect to see a 169.254.x.x address assigned to you INMN interface

• Remember it is copper Ethernet so no jumbo frames like the IEDN 
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Validating INMN on Linux for System z
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Validating INMN on Linux for System z

• Pinging the IPV6 address of the management guest (ZVMLXAPP) from the 

previous slide

• The INMN interface is also coded on this ping
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Enabling the GPMP on Linux 

• The installation of the GPMP rpm is performed by retrieving the code from the 

Management Guest 
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Enabling the GPMP on Linux 
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Enabling the GPMP on Linux 

• The gpmp is started with the ibmgpmp user name 

• You cannot start the GPMP under root!

• The second command will cause it to start automatically on subsequent IPLs
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Enabling the GPMP on Linux 

Can see that the autoip service and the gpmp daemon are running
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Agenda

5 Linux Installation Considerations

2 Requirements and Planning Considerations

1 Why make your Linux guest part of the Ensemble

3 Defining Resources for your Virtual Servers

4 Defining a New the Virtual Server or Managing an Existing Server

6 Installing/Enabling the GPMP

7 Enabling ARM
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What is ARM and why do I want to use it?

• Application Response Measurement (ARM) – An open standard for 
monitoring and measuring performance

• Allows for tracking the HOPs of an application request across different 
middleware components.

• The API can be leveraged from C and Java programs

• By enabling the ARM API, you can generate a HOPs report in the 
Unified Resource Manager to better understand application 
performance and identify bottlenecks.
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Enabling ARM – GPMP Post Install Configuration
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Enabling ARM, WAS on Linux 

Add two custom properties to WAS JVM
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Enabling ARM, WAS on Linux 
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Enabling ARM on Linux 

Update WAS setupCmdLine.sh to add /usr/lib64 to WAS_LIBPATH
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• Start the WebSphere server

• Use lsarm to query the status of the ARM data

• You should now have ARM data flowing to the Unified Resource 

Manager

Enabling ARM, WAS on Linux 
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References

• Via IBM Resource Link:

• IBM zEnterprise Ensemble Performance Management Guide   GC27-2607

• IBM zEnterprise Ensemble Planning and Configuration Guide  GC27-2608

• HMC Web Services API SC27-2616

• Red Book

• IBM zEnterprise Unified Resource Manager SG24-7921

• www.vm.ibm.com

• Required service http://www.vm.ibm.com/service/vmrequrm.html

• SC24-6178-03 z/VM CP Planning and Administration Guide 

• SC24-6175-03 z/VM CP Commands and Utilities Reference

• SC24-6234-03  z/VM Systems Management API

• SC24-6174-03 z/VM V6R2 Connectivity
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Session Evaluations 

• Enabling Linux on System z for Ensemble management

• Session 11937

• www.SHARE.org/AnaheimEval
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