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Client Environment 

• Two companies supported.  Consolidated into a single 

datacenter in LA in 2003.  Moved to Chicago in 2011. 

• 5 CPCs:  4 z196 + 1 z10 (one z196 is a SA CF) 

• About 50,000 MIPs installed (including zAAPs and zIIPs) 

• 3 prod parallel sysplexes with 3/6/9 LPARs,  1 basic prod 

sysplex with 2 LPARs, 1 devl parallel sysplex with 2 

LPARs, 2 sandbox parallel sysplexes with 2 LPARs, 3 

monoplex prod LPARs. 1 monoplex sandbox LPAR. 

• About 140 TB of DASD, 90TB replicated to DR site 

• About 700TB of virtual tape, 100% replicated to DR site 

(tapeless environment). 
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Client Environment 

• GRS used for integrity for most of the shop 

• All sharing is sysplex in scope except in one case where 

MIM is used in place of GRS to facilitate sharing a subset 

of catalogs and DASD between a prod / devl sysplex. 

• Shared DASD string for common install libraries between 

the companies and sysplexes. 

• ISV products installed on secondary /  tertiary sysres 

volume and indirectly cataloged with symbollics, i.e. 

“&ISV01”.  
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Client Environment 

• Over 75 ISV program products supported by the OS team. 

Closer to 100 if IBM products are included. 

• About 30 CA products currently in use.  May be more in 

the near future as a cost cutting measure for the account. 
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MSM History at Client Site 

• First installed MSM R2 in December 2009 

• I became interested after seeing MSM at SHARE in Denver 

• CA wanted to come on-site to do the install with me, but I 

installed it on my own 

• Install was on a z/OS 1.10 RACF system  

• Initially had a problem with unix program control attributes after 

unwinding pre-validation pax file.  Fixed via “extattr +p” unix cmd 

• Installation was completed in a couple of days 

• After initial startup of R2 and catalog tree update, I only saw 

a few products.  The problem was related to my account 

settings on the CA Support web site. Product display options 

must be set to “Branded Products” & “my products” empty. 

 



MSM History at Client Site 

• Security…  

• Implemented with internal security at first.  

• Enabled external security about one month later after RACF CDT 

changes were made + IPL (CDT still in asm/lnk lmod format)  

• RACF team implemented definitions per samples in the MSM 

manual. “MVS” team ADMINS, others are USERS or no access. 

• Easy to switch back and forth if needed via environment variable 

in hlq.SAMPLIB(MSMLIB) 

• Installed in sandbox first, then re-installed in production 

• Sandbox was removed and subsequent upgrades have only 

been done in production. 

• We run a single MSM instance and install to shared DASD to 

support the entire shop.  
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MSM History at Client Site 

• LPAR chosen to run MSM in production was based on: 

• Capacity - largest sysplex in the environment, most DASD. 

• FTP JESINTERFACELEVEL=2 already implemented (install 

requirement) 

• “Less critical” production online regions + “TSO LPAR” .  Same 

LPAR where we typically logon to TSO and install software in 

that sysplex.  

• Access to zAAP(s) due to heavy WAS workload on another 

LPAR on the CPC.  Added a single zAAP LP to the LPAR for 

MSM’s use.   

• I check for new MSM maintenance levels regularly, so many 

different maintenance upgrades to R2  were installed (I still 

do this with the currently installed release, but not as often). 
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MSM History at Client Site 

• Shop Uses Sysplex Sharing of Unix File Systems 

• Found I had some performance issues because some of the zFS 

files MSM used as R/W were not owned by the MSM LPAR. 

Corrected by adding some SETOMVS FILESYS commands to 

the MSMTC started task: 

 

 

 

 

 

• Had a long list of issues / suggestions I discussed with 

development after using the product for a while 
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MSM History at Client Site 

• Upgraded from R2 to R3 in June 2010 

• Had to download / install Java V6 as a pre-req.  MSM still has 

its own Java V6 zFS today even though it could share.  

• Painless install / migration -  done in one day 

• Saw a number of my issues / suggestions implemented in R3 

• Tested deployment function.  Not compatible with indirect 

cataloging (more later on this). 

• Implemented new consent banner with USS MSG10 text 
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MSM History at Client Site 

• Upgraded from R3 to R4.1 in January 2012 

• Caused a problem with CA-11 due to refreshing MSM’s 

Datacom SVC for a new level of Datacom (R12 vs. R11) 

• Datacom’s XCF communications always uses the lowest number 

SVC at the proper level, so CA-11’s Datacom was using MSM’s 

SVC on the MSM LPAR for this function without me knowing it. 

• Upgrade checklist said the same SVC number could be chosen 

• Lesson learned:  Always use a new SVC number if the Datacom 

level changes with an MSM upgrade. 

• I plan to use an SVC number for MSM’s Datacom higher than the 

“product solutions” Datacom next install so the other Datacom 

won’t ever use MSM’s SVC for XCF when running the same 

Datacom levels. 
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MSM History at Client Site 

• Initially installed MSM 4.1 using CCS R11 SP08 + CETN300 

• Ambiguous information from release notes and various 

installation documentation if CETN400 was really required. 

• Appeared that CETN400 was only required for Software 

Configuration Service (SCS) – which was not my main 

interest in installing R4.1. (deployment with “cat=no” was) 

• Tested deployment function again without cataloging output 

• Still didn’t work as advertised 

• PTFs suggested from MSM support, but still didn’t work 

• Eventually needed to upgrade Common Services CETN300 to 

CETN400, and then it functioned as advertised.   

• Currently running CCS R12 + CETN400 
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MSM History at Client Site 

• Per recommendation from the best practices guide, I decided 

to reorg MSM’s Datacom database after my 4.1 upgrade: 
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MSM History at Client Site 

• After I restarted MSM, many functions were broken.   

• Luckily I had my own DFDSS logical backup that I took prior 

to the reorg. I run this job prior to any MSM maintenance - 

even though CA provides a job to back out a “deploy” (deploy 

is the method of taking the MSM SMP/E maintained code 

and copying it to the MSM run-time environment). 

• After opening an issue with MSM support, who worked with 

Datacom support, it was found there were missing 

“CONFIRM” statements in the Datacom reorg reload job. The 

required changes were related to 4.1 (and perhaps 4.0 also, 

I’m not sure) and the sample job was never changed nor 

tested by CA.  A PTF was released to update the samples 

after I verified the fix worked in my environment. 
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MSM Users 

• Used by the OS team only (“MVS” and “VTAM”) 

• Positioned for use by other teams, but today virtually all CA 

products are maintained by the MVS team.  Comm Server 

team currently maintains only one CA product (CA Spool). 

• Myself and one other local person I trained were the only 

users at first, but I gave several training sessions over the 

web to the rest of the OS staff supporting the client. 

• Time savings benefit realized immediately via migration of 

existing SMP/E CSIs into MSM for a number of CA products 

that we used and were also supported via MSM at the time. 
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MSM Users 

• Adoption / acceptance immediately from most of the OS staff, 

especially from a co-worker of mine that is the primary 

support for installation and maintenance for a majority of the 

CA products used. 

• Some resistance from one team member – until they actually 

tried it when pressed to get an install done quickly.  

• Gave additional training sessions about a year ago to new off 

shore staff  supporting the client.  That staff  has an average 

of about 6 years z/OS systems programming experience.  

The “newbies” seem to like MSM as much as I do.     
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MSM Features Used at Client Site 

• MSM is only used for software acquisition, installation and 

maintenance of products.  Deployment is not used and I 

haven’t set up nor tested the configuration service. 

• Tried using deployment in R3, but it didn’t work due to local 

requirement of creating uncataloged output data sets on a 

secondary maintenance sysres that gets cloned with the IBM 

OS sysres.  While testing I found that “live” cataloged data 

sets could or would be inadvertently updated (ouch!). 

• MSM 4.0 (never installed) + CETN400 resolved this issue.   

• MSM 4.1 (currently installed) has deployment working for 

uncataloged data sets, but has only been active since late 

January and I haven’t trained people on deployment yet.  
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MSM Features Used at Client Site  

• I’m not sure that I will train / encourage people to use 

deployment at this site:  

• Since we deploy to shared DASD, sysprogs already have batch 

FDRCOPY/DFDSS jobs to deploy that are quicker and probably 

easier than MSM, so this may be a hard sell. 

• With batch jobs, we often deploy a subset of target libraries, not 

all.  For example, samplibs and macro libs may not be deployed 

as runtime on our ISV sysres since they may only be used for 

installation and take up unnecessary space on the volume.  Data 

sets can be added with MSM deployment but not omitted.  

• Indirectly cataloging has to be done regardless – although it is a 

“one time thing” unless new data sets are added with an upgrade 

or names are changed by CA (there has been a lot of that lately). 
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Products Maintained via MSM at Client 

• Initially migrated existing CSIs into MSM as maintenance 

needed to be applied for existing software versions. 

• Subsequent CA software installs / upgrades all done via 

MSM after MSM implementation and training.  

• Currently about 20 CA products in MSM 

• At this point most CA software “owned” by the OS team is 

maintained via MSM.  

• Most CA software is no longer installed locally, but MSM is 

still used for maintaining software via CSI migration and 

software acquisition.  
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MSM Usage – Migrating Existing CSIs 
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MSM Usage – Deployment 

• If you haven’t done so already, you need to install 

Common Services component CETN300 or CETN400. 

This contains the code for the Software Deployment 

Service (SDS).  CETN400 is included with CCS R14 but 

needs to be downloaded if you are running R11 or R12. 

• Two started task called “CCISPNSV” & “CCIDSCSV” need 

to be set up on the target LPAR(s) you will deploy to.  

• CETN400 needs to be installed to support the creation of 

output datasets without cataloging  

• CETN400 is also required for the Software Configuration 

Service (SCS). 
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MSM Usage – Deployment 

• To start, first set up the system registry and then configure 

the data destinations.  
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MSM Usage – Deployment 
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MSM Usage – Deployment 

• Maintain / Create a methodology  
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MSM Usage – Deployment 

For those of you familiar with FDR, a nice methodology enhancement 

would be to enable the use of  a PLUS (+), MINUS (-) or PERIOD (.) in 

the mask to add, subtract or skip levels when creating the mask for the 

new name. For example, a common naming convention is to change the 

HLQ for runtime libraries (compared to install) and drop the version 

number.  Here is how FDR does it: 

 

SELECT   CATDSN=SYSI.CA.MIM.R118SP0.CBT**, NEWI=SYSS...-. 

 

Output DSNs are created as  SYSS.CA.MIM.CBT**  

 

The equivalent MSM mask would be:  SYSS...-. 
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MSM Usage – Deployment 

• Create a deployment 
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Hints and Tips 

• Have plenty of DASD available.   

• Review the Best Practices Guide 

• Use            when needed (upper right hand corner) 

• A “fast” PC helps.  If the GUI seems slow you may want to 

set the number of table rows displayed to lower value. 

Controlled via “Settings  User Preferences”  

• Select the option to “Ignore Common Products During 

Discovery” on the “Settings  Software Acquisition” tab 
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Hints and Tips 

• Take regular backups 

 

102 



Hints and Tips – Using Tags 
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Hints and Tips – Catalog Cleanup 

• The data from products acquired is held in z/OS unix file 

systems (HFS or zFS). 

• Even if you remove a CSI from MSM or delete the CSI and 

data sets, the base product and all the maintenance 

packages remain in the MSM catalog. 

• If someone removes a product / genlevel from MSM 

control and you aren’t sure they removed the product from 

the catalog, you have to manually start expanding release 

and genlevels from the catalog tree and see if there is 

anything left over to remove. 
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Hints and Tips – Catalog Cleanup 

107 



Hints and Tips – Catalog Cleanup 

• Instead of expanding all the products from the catalog tree, 

it may be helpful to look at the mount point manger 

directory structure as a starting point. 
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Hints and Tips – Catalog Cleanup 

• You can look at what releases / genlevels are below the 

higher level directory, but it doesn’t always mean there is 

something in the catalog.  
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Hints and Tips – Catalog Cleanup 

Here I am removing the ACF2 R14 CSI that we migrated 

earlier. 
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Hints and Tips – Catalog Cleanup 

You can see from the SMP/E screen ACF2 R14 is now gone. 
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Hints and Tips – Catalog Cleanup 

To delete the product genlevel, mouseover the genlevel in 

the catalog tree and right click to select the delete option. 
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Hints and Tips – Catalog Cleanup 
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Hints and Tips – Catalog Cleanup 

You can see the genlevel is gone, but note that there are still 

PTFs.  These are from common services, which was 

included with the ACF2 R14 package. 
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Hints and Tips – Catalog Cleanup 

Here is screen shot from after I deleted the entire ACF2 R14 

release (not just the genlevel) 
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Hints and Tips – Catalog Cleanup 

Note that the next time you update the catalog tree, the 

available releases and genlevels you delete may show up in 

the tree again. 
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Hints and Tips – Catalog Cleanup 
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Hints and Tips – Catalog Cleanup 

The catalog tree is updated and ACF2 R14 is back!  But it is 

just an entry in the tree. 
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Summary 

• MSM takes time and effort for the initial installation and 

configuration, but will more than pay for itself in terms of 

time saved later on.  

• Probably not worth it if you only have a couple of CA 

products. 

• Product is more mature now.  MSM installation and 

usability are much improved over the initial GA release at 

R2 (plus new features like SDS and SCS). 

• Your shop can benefit immediately by migrating existing 

CSIs into MSM. 

 

 119 



Summary 

• Helpful for inexperienced system programmers or those 

not well versed with SMP/E, but also valuable to the 

experienced ones as well.  You can teach an old dog new 

tricks! 

• MSM’s development has benefited all CA customers, 

whether you choose to use MSM or not.  SMP/E works the 

way it was designed to work.  No more “BYPASS(ID)” 

when installing CA maintenance.  
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Questions?  
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