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Legal Disclaimer 
• All or some of the products detailed in this presentation may still be under 

development and certain specifications, including but not limited to, release dates, 
prices, and product features, may change. The products may not function as 
intended and a production version of the products may never be released. Even if 
a production version is released, it may be materially different from the pre-release 
version discussed in this presentation.  

• NOTHING IN THIS PRESENTATION SHALL BE DEEMED TO CREATE A 
WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, STATUTORY OR 
OTHERWISE, INCLUDING BUT NOT LIMITED TO, ANY IMPLIED WARRANTIES 
OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR 
NONINFRINGEMENT OF THIRD-PARTY RIGHTS WITH RESPECT TO ANY 
PRODUCTS AND SERVICES REFERENCED HEREIN.  

• Brocade, Fabric OS, File Lifecycle Manager, MyView, and StorageX are registered 
trademarks and the Brocade B-wing symbol, DCX, and SAN Health are trademarks 
of Brocade Communications Systems, Inc. or its subsidiaries, in the United States 
and/or in other countries. All other brands, products, or service names are or may 
be trademarks or service marks of, and are used to identify, products or services of 
their respective owners.  

• There are slides in this presentation that use IBM graphics. 
2 © 2012  Brocade - For Atlanta's Spring SHARE 2012 Attendees 

Presenter
Presentation Notes
Just to make sure that there are no misunderstandings.



Notes as part of the online handouts 

I have saved the PDF files for my presentations in such a way 
that all of the audience notes are available as you read the PDF 
file that you download. 
 
If there is a little balloon icon in the upper left hand corner of the 
slide then take your cursor and put it over the balloon and you 
will see the notes that I have made concerning the slide that 
you are viewing. 
 
This will usually give you more information than just what the 
slide contains. 
 
I hope this helps in your educational efforts! 
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Today’s agenda



A first look into the Inner Workings and               
Hidden Mechanisms of FICON Performance 

AGENDA – 1st Look into the Inner Workings: 
• Discuss some architecture and design considerations of a 

FICON infrastructure. 
 
AGENDA – Deeper Look into the Inner Workings: 
• Focused more on underlying protocol concepts: 

• FICON Link Congestion 
• How Buffer Credits are used with FICON 
• Oversubscription 
• Slow Draining devices 
• RMF reporting of Buffer Credits 
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What this presentation will accomplish.



Perceived Actual 
The 
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When Deploying 
FICON, There Is 

Often A Gap 
Between What 
You Expect For 

Its Performance 
And What You  
Actually Get! 

I Will Help You 
Bridge Some Of 
That Gap Here! 

Presenter
Presentation Notes
Thank you for attending this session.

I think that you will learn that Brocade is firmly focused on the mainframe market and that we have the best products and capabilities in this space.




• From End-to-End in a FICON infrastructure there are a series 
of Design Considerations that you must understand in order to 
successfully satisfy your expectations with your FICON fabrics 

• This short presentation is just a 50,000 foot OVERVIEW! 

DASD 
Storage 

System z 

End-to-End FICON/FCP Connectivity 

Fibre Cable Fibre Cable 
Cascaded 

FICON 

FICON 
Director 

FICON 
Director 

Design 
Consideration 

Design 
Consideration 

Design 
Consideration Design 

Consideration 
Design 

Consideration 
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There are many design points to keep in mind to build a FICON infrastructure that will be non-blocking and provide scaling as necessary.



CHPID 
Considerations 

End-to-End FICON/FCP Connectivity 
 

 Channel Microprocessors and PCI Bus 
 Average frame size for FICON 
 Buffer Credit considerations 

System z 

Fiber Cable 
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The main consideration on the CHPID is the microprocessor that handles start I/O operations and the PCI Bus that provides data throughput. There is always a balance between them. The average frame size is what drives that balance.

FICON NEVER HAS AN AVERAGE FRAME SIZE OF A FULL FRAME!

Command Mode FICON will typically drive smaller average frame sizes than zHPF can.



Current Mainframe Channel Cards (Features) 

FICON Express8S 
• z196, z114 
• 2 ports per feature 
• Longwave (LX) to 10km 
• Shortwave (SX) 
• 2, 4 or 8 GBps link rate 

FICON Express4 
• z196, z114, z10, z9 
• 4 ports per feature 
• 4km & 10km LX 
• Shortwave (SX) 
• 1, 2 or 4 GBps link rate 

FICON Express4 provides the 
last native 1Gbps CHPID 

support 

FICON Express8 
• z196, z114, z10 
• 4 ports per feature 
• Longwave (LX) to 10km 
• Shortwave (SX) 
• 2, 4 or 8 GBps link rate 

FICON buffer credits have 
become very limited per 

CHPID 

2Gb 4Gb 8Gb 

9 © 2012  Brocade - For Atlanta's Spring SHARE 2012 Attendees 

Reduced Ports per feature 
…BUT… 

Better Performance 

One or more IBM Graphics are used above 

Let’s Look At This Information In More Detail…….. 

Presenter
Presentation Notes
FICON Express channel features have never been able to actually provide native link rate performance.

Since Command Mode FICON typically has frame sizes of around 1,024 bytes, it takes a lot of Start I/Os to drive any throughput. The microprocessor on the ASIC gets completely consumed before native line rates can be achieved.

2G and 8G support only a single, standard, long wave optic on channel features. IBM experimented with less expensive (4km) and more expensive (10km) optics at 4G but I think this experiment actually caused more problems than it solved.



Mainframe Channel Cards 
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Utilization of Line Speeds:
From zSeries to zEnterprise z196, no standard CHPID has ever been capable of utilizing the full link rate allowed for attachment. This is a result of the interactions of the microprocessor and PCI Bus supporting those CHPIDs. The new FICON Express8S can do throughput that the older FICON Express channel cards cannot do.

Buffer Credits:
As link speed doubles each generation so does the requirement for buffer credits if it is to meet the same distance capability as its predecessor without data droop.

FICON Express2 provided 107 fixed buffer credits per CHPID so that under the right conditions frames could be sent from the CHPID out to over 100km successfully
FICON Express4 provided 200 fixed buffer credits per CHPID so that under the right conditions frames could be sent from the CHPID out to over   100km successfully
To continue this trend FICON Express8 would have required 400 fixed buffer credits per port so that frames could have been sent from the CHPID out to over 100km

But was there a real business case for IBM to continue spending more and more R&D and manufacturing capital in this upward spiraling buffer credit memory expense on its CHPID ports? Buffer credits were using expensive memory resources while at the same time the full number of BCs on a given CHPID is seldom used.

That said, buffer credits had become costly and often wasted resources in the vast majority of environments

So steering onto a new course, IBM made the decision to provision enough buffer credits to successfully send frames 10km (rather than  100km as previously engineered) and in the process saved on the cost of buffer credit memory on each CHPID sold.

And if a customer needed more than 40 8G CHPID buffer credits to send data over a distance longer than 10km they could deploy a switched-FICON environment and utilize the buffer credits provided by those switch ports to cross the distance successfully.




Mainframe Channel Cards 
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• FICON Express8S (I call it Speedy): 
• New IBM Channel ASIC which supports... 
• PCIe 8 GBps host bus in a new... 
• PCIe I/O drawer 
• Increased start I/Os over FICON Express8 
• Improved throughput for zHPF and FCP 
• Increased port granularity – 2 CHPIDs/FX8S 
• Introduction of a Hardware Data Router 

 
• The Hardware Data Router supports the 

zHPF and FCP protocols providing path 
length reduction and increased throughput 
 

• 2 CHPIDs/FX8S versus the 4 CHPIDs/FX8 
helps facilitate purchasing the right number   
of ports to help satisfy your application 
requirements and to better optimize your 
infrastructure for redundancy 

One or more IBM Graphics are used above 

Max 
CHPIDs 
• 320 
• 128 

Presenter
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The FICON Express8S channel cards help you prepare your I/O infrastructure for the future. 

FICON Express8S (GA in 2011) continues the tradition of offering more capabilities with each new generation of FICON channel. The features were designed with the future in mind, while remembering the past, by supporting the data serving leadership of System z and enabling improved data access using High Performance FICON on System z (zHPF), as well as providing the ability to autonegotiate to the link data rates of 2 or 4 Gbps which may be required for existing infrastructures.

Allows for the consolidation of existing FICON Express, FICON Express2, FICON Express4, and FICON Express8 channels onto fewer FICON Express8S channels while maintaining and enhancing performance.

Offers performance improvements for High Performance FICON for System z (zHPF), and Fibre Channel Protocol (FCP) to ensure the zEnterprise 196 (z196) and zEnterprise 114 (z114) servers continue to allow your bandwidth to increase to meet the demands of your business applications.

Operates at 2, 4, or 8 Gbps autonegotiated.

Has a feature supporting single mode fiber optic cabling (9 micron) terminated with an LC Duplex connector - FICON Express8S 10KM LX.

Has a feature supporting multimode fiber optic cabling (50 or 62.5 micron) terminated with an LC Duplex connector - FICON Express8S SX.




FICON/FCP Switching Devices 

• Switched-FICON 

• Direct-attached (point-to-point) versus switched FICON connectivity 

• Redundant fabrics to position for five-9s of availability 

• Multimode cables and short wave SFP limitations 

FICON 
Director 
Chassis 

Considerations System z 

Fiber Cable 

FICON 
Director 
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In a switched-FICON environment the FICON switching device must contain the necessary functions and capabilities that allow it to meet your performance and availability requirements.



Switched-FICON is a Best Practice for System z 
 Architected and deployed correctly, Brocade FICON switching 

devices do not cause performance problems in a local data center 
nor across very long distances 
 Cut-through frame routing and very low frame latency times 

 In fact, use of Brocade switched-FICON and Brocade FCIP long 
distance connectivity solutions usually enhances DASD replication 
performance and long distance tape operations effectiveness and 
performance 
 XRC emulation, Tape Read/Write Pipelining, Teradata Pipelining 

 Switched-FICON is the only way to efficiently and effectively 
support Linux on System z connectivity 
 Makes use of Node_Port ID Virtualization (NPIV) channel virtualization 

 Switched-FICON is the only way to really take advantage of the full 
value of the System z I/O subsystem 
• Let’s see why…. 
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DASD operations are measured in milliseconds of response time. A Brocade FICON 16Gbps or 8Gbps switching platform can switch frames between an ingress port and an egress port on different blades in no more than 2.1 microseconds. That is not a measureable amount of time for mainframe I/O performance through RMF or most other measurement tools.

For the last bullet, there are a wide range of reasons why the full value of the System z I/O subsystem is only realized when used with switched-FICON. The major share of this presentation presents the facts that demonstrate the accuracy of this statement.



Current z/OS and System z Functionality 
Some of the z/OS and/or System z functionality will        
REQUIRE that a customer deploy switched–FICON: 

• FICON Express8 CHPID buffer credits: Only 40 BCs per FICON 
8Gbps CHPID limits long distance direct connectivity to <=10km. Use up to 
1,300 port buffer credits on FICON switching devices for longer distances. 

• FICON Dynamic Channel Management: Ability to dynamically add 
and remove channel resources at Workload Manager discretion can be 
accomplished only in switched-FICON environments. 

• zDAC: Simplified configuration of FICON connected DASD and tape 
through z/OS FICON Discovery and Auto Configuration (zDAC) capability of 
switched-FICON fabrics.  

• NPIV: Excellent for Linux on the Mainframe, Node_Port ID Virtualization 
allows many FCP I/O users to interleave I/O across a single physical but 
virtualized channel path which helps to minimize the total number of  
channel paths that the customer must deploy 
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These are current z/OS capabilities that can only be utilized if switched-FICON is deployed for your I/O connectivity.



Fiber Cable Fiber Cable Cascaded FICON 

Fiber Cable Fiber Cable Single Switch FICON 

• Switch device Long wave ports (Single Mode cables) can go to 10km or 25km (ELWL) possibly even farther 
• Switch device Short wave ports (Multimode cables) can go from 50-500 meters 

End-to-End FICON Connectivity 

System z and z196 

Fiber Cable Fiber Cable Direct-Attached FICON (point-to-point) 

FICON 
Director 

FICON 
Director 

FICON 
Director 

FICON 
Director 

 These are the typical ways that FICON is deployed for an enterprise. 

Design Consideration 

Design Considerations 

Design Consideration 
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There are three basic connectivity choices that you have. Each CHPID could utilize any one of these. All of these can be implemented on the same mainframe chassis.

Point-to-Point (known as Direct-attached) has no switching devices involved in the path. It is static connectivity from a CHPID to a storage port.

Single switch FICON creates a fabric of dynamic connectivity between CHPIDs and storage ports.

Cascaded FICON has two FICON switching devices between the CHPID and a storage port. FICON is limited to one-hop so no more than two FICON switching devices can be in a FICON path between the CHPID and the storage port.

CHPIDs, FICON Switches and Storage Ports can all utilize either long wave SFPs and/or shortwave SFPs.



Direct-attached FICON  -- Just Do Not Do It! 
• Cannot take advantage of changes to z/OS and System z 

Functionality such as: 
 Node-Port ID Virtualization (NPIV) which enhances Linux on System z 

performance 
 Dynamic Channel Management (DCM) 
 FICON Device Discovery and Auto Configuration (zDAC) 

• Cannot achieve the same availability as is possible with        
switched-FICON 

• Cannot get RMF reports about FICON path buffer credit usage 
• Cannot take advantage of FICON switches as distance extenders 
• Cannot consolidate and reduce CHPIDs and Storage Ports and 

thereby also reduce power and cooling and possibly floor space 
• Scalability becomes limited to the total mainframe CHPID pool 
• Cannot fully utilize all I/O resources 
• Cannot make use of storage Fan In – Fan Out 
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There are numerous reasons why a customer should deploy switched-FICON fabrics for their mainframe I/O and very few reasons why traditional CHPID-to-storage port connectivity should be utilized.



Native FICON with Simple Cascading (FC)  

• Uses FICON switching 
devices 

• Single fabrics provide no 
more than four-9s of 
availability – if a switching 
devices fails (a very rare 
occurrence) it could take 
down all connectivity 1 

• Redundant fabrics might 
provide five-9s of availability 
– a fabric failure would not 
take down all connectivity – 
but, loss of bandwidth is 
another consideration to 
create five-9s environments 

Switched-FICON and a  
Cascaded FICON Fabric 

Redundant 
Switched-FICON and  

Cascaded FICON Fabrics 
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Cascaded FICON uses a channel in native mode (FC) that enables access to FICON native interface control units through two FICON Directors connected in series where one Director is the principal (entry) Director which is the Director connected to the mainframe.

CHPIDs, FICON Switches and Storage Ports can all utilize either long wave SFPs and/or shortwave SFPs.




Native FICON with Cascading 

• Scalable FICON benefits.  

• Cascaded FICON allows: 
• Scalability of resources 
• Ease of growth and change 
• Multiple protocols  
• Support for dynamic 

connectivity to a local or 
remote environment 

• Notice that there can be 
several switches/Directors 
attached to a core Director 
but there can only be 1 hop 
(switch to switch) between a 
CHPID and a storage port 
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More complexity and more need to manage an environment like this closely.



ICLs 

SFP 
SFP+ 
SFP+ 
SFP+ 
SFP+ 
SFP+ 

Cabling 
Considerations 

Multi-mode cable distance limitations 

System z 

Fiber Cable 

Distance with Multi-Mode Cables (feet/meters) 

Short wave multi-mode can be limiting! 
• Must clean cable ends at 8G and beyond – very sensitive! 
• OM2 cables might not be adequate at 8G and above 
More Care Must Be Taken During SFP Deployment 
• 4G optics will auto-negotiate back to 1G and 2G 
• 8G optics will auto-negotiate back to 2G and 4G 

• 1G storage connectivity requires 4G SFPs 
• 16G optics will auto-negotiate back to 4G and 8 

• 2G storage connectivity will require 8G SFPs 
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Trying to utilize multimode (MM) cables and shortwave optics is becoming more and more limiting.

As link speed increases the distance an MM cable can carry the signal decreases. Yes, new cable types are coming to market but they still represent a limited distance environment as link speeds increase.

There are also concerns that as speed increases on links the dust on the cable ends create more transmission errors and synchronization issues. At 8G and beyond it should become a standard practice to clean all cable ends anytime that they are touched in any way.

Fillwords are different at 8G and beyond.



End-to-End FICON/FCP Connectivity 

Customers can use 2/4/8/16G and/or 10G for ISL traffic today 

The FICON Protocol uses 8b10b data encoding for most link rates – 
but there is 20% frame payload overhead associated with it 

Newer 64b66b data encoding (10G and 16G) is also in use and is 
more performance oriented (only 2% data payload overhead) 

MIDAW & zHPF make very good use of 8G FICON switch links 

FICON 
Protocol 

Considerations 
System z 

Fiber Cable 
Cascaded 
FICON 

FICON 
Director 

FICON 
Director 

• With 8b10b, 
   ~ 20% overhead 
   per full frame on 
   FICON links 
 
• With 64b66b, 
   ~ 2% overhead 
   per full frame on 
   FICON links 
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64b/66b is a line code that transforms 64-bit data to 66-bit line code to provide enough state changes to allow reasonable clock recovery and facilitate alignment of the data stream at the receiver.

The overhead of the 64b/66b encoding is considerably less (2%) than the more common 8b/10b encoding scheme (20%). 




S 
O 
F 

Header 
C 
R 
C 

E 
O 
F 

<=== 2112 bytes without FICON Control ===> 
<==Except for 1st frame, 2148 bytes Max out of 2148 possible==> 

FICON FC-SB-2/3 – Channel Efficiency 

FICON 
Control FICON Data and CCWs for FC-SB-2/3 

<===FICON: 2048 bytes Max =====> 64 bytes 

FCP Data Payload is up to 2112 bytes Max 

FC-SB-2/3 FICON tends to have an 
average frame size of between 72 
and 1400 bytes 

FC-SB-2/3 is used for all FICON Tape 
data sets and normally used for 
BSAM, QSAM and EXCP datasets  

FC-SB-2/3 
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FICON (Fibre Connection) is the IBM proprietary name for the ANSI FC-SB-2 and FC-SB-3 Single-Byte Command Code Sets- Mapping Protocol for Fibre Channel (FC) protocol. It is an FC layer 4 protocol used to map both IBM’s antecedent (either ESCON or parallel) channel-to-control-unit cabling infrastructure and protocol onto standard FC services and infrastructure.

FC-SB-2 and FC-SB-3 provide Command Mode FICON.



High Performance FICON (zHPF) 
• Available since October 2008 

• zHPF is qualified on, but is not technically part of, switching 
• Partly z/OS IOS code and partly DASD control unit code 
• Available on specific IBM, HDS and EMC DASD units 

• zHPF is a performance, reliability, availability and 
serviceability (RAS) enhancement of the z/Architecture and 
the FICON channel architecture  

• It is implemented exclusively in System z10, z196 and z114 

• Exploitation of zHPF by the FICON channel, the z/OS 
operating system, and the DASD control unit is designed to 
help reduce the FICON channel overhead 
• This is achieved through protocol simplification, CCW 

encapsulation within a frame, and sending fewer frames in an I/O 
exchange  resulting in more efficient use of the channel 
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High Performance FICON for System z (zHPF) is a data transfer protocol created by IBM that is optionally employed for accessing data from an IBM DS8000 storage and other vendor subsystems and was made available for System z in October, 2008.
 
Initially, data accessed by DB2, PDSE, VSAM, zFS and Extended Format SAM could benefit from this improved transfer technique. Enchancments have allowed BSAM, BPAM and QSAM to benefit from zHPF as well.
 
zHPF may help reduce the infrastructure costs for System z I/O by efficiently utilizing I/O resources so that fewer CHPIDs, fibers, switch ports and control unit ports are required.
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Idle/ 
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FICON FC-SB-4 zHPF – More Data, Fewer Frames 
FICON Transport-Command IU for FC-SB-4 

<========== 8 - 240 bytes Max ===========> 

L 
R 
C 

FICON Transport-Data IU for FC-SB-4 – larger average frame sizes 

Intermediate 

Pad 
Intermediate 

CRC DATA 
Intermediate 

Pad 
Intermediate 

CRC DATA 
Intermediate 

Pad 
Intermediate 

CRC DATA FINAL 
Pad 

FINAL 
CRC 

CMD 
HDR 

AREA 
HDR 

Transport-Command Area (TCA) 

<===================== 44 - 276 bytes Max ================> 

(Prefix command, CCWs, sense, etc.) 

<==================0 - 4GB (-16 bytes) Max ==============> 

0/3 0/4 0/3 0/4 0/3 0/4 0/3 0/4 

FC-SB-4 FICON tends to have an average frame size of 
between 72 and 1,800 bytes 
FC-SB-4 can be used for FICON Media Manager Datasets 
like VSAM, DB2, PDSE (basically Extended Format DS) as 
well as BSAM, QSAM and BPAM DASD datasets  FC

-S
B

-4
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High Performance FICON for System z (zHPF) is one of IBM’s latest enhancements to the z/Architecture and FICON interface architecture to dramatically improve the performance of OLTP workloads.
 
These architectural enhancements are designed to substantially improve I/O performance by reducing the number of Channel Command Words (CCWs) and Information Units (sequences) which remove overhead on the storage subsystem and the FICON channel microprocessor. 

Implemented under standard FC-SB-4, this is also known as Transport Mode FICON.



ISLs 

End-to-End FICON/FCP Connectivity 

System z 

Managing 
Network Links 

Cascaded 
FICON 

FICON 
Director 

Fiber Cable 

Here we are at cascaded links (ISLs) 
There are too many design considerations with switch-to-switch 
and data center-to-data center connectivity to do it all today 
I will just spend a moment to discuss fabric link rates. 

    Many Possible Topics 
 
• Fabric Link rates 
• FICON Fabric Scalability 
• Hops and hop issues 
• Managing ISL Congestion 
• Trunking 
• Protocol Intermixed 

FICON Fabrics 
• Buffer Credits 
• Control Unit Port (CUP) 
• Distance Extension 
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There are many design considerations that must be thought through when deploying cascaded FICON. The above chart list just a few of them.





There is no such thing as End-to-End Link Rate 

 Some I/O traffic will 
flow faster through 
the fabric than 
other I/O traffic will 
be capable of doing 
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Most customers think of end-to-end link rate as the transfer speed from CHPID to storage or from storage to CHPID.

Since FC flow control is done through the use of buffer credits, flow control is accomplished on the length of a fibre cable from one end point to the other end point on that cable. So there is no such thing as end-to-end flow control.

And speed is auto-negotiated across the length of a fibre cable from one end point to the other end point on that cable. The speed the cable will transmit data at is determined by the highest speed supported by both optics that are attached to that length of cable.

Across a FICON or FCP fabric, each cable length will control its own link speed and accomplish its own flow control.

There is end-to-end connectivity for frame flow purposes but there really isn’t much in the way of end-to-end link rate. It is a combination of factors that allow frames to flow at various speeds across the fabric.



 Assuming no buffer credit problems, and assuming the normal and 
typical use of DASD, is the above a good configuration? 

 If you deployed this configuration, is there a probability of 
performance problems and/or slow draining devices or not? 

 This is actually the ideal model! 
 

 Most DASD applications are 90% read, 10% write.  So, in this case the "drain" of 
the pipe are the 8Gb CHPIDs and the "source" of the pipe are 4Gb storage ports. 
 

 The 4G source (DASD in this case) cannot overrun the drain (8G CHPID)  

Source Drain 

A Discussion On The Affects Of Link Rates 
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This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.

When executing I/O there is an I/O source and an I/O target (although we don’t generally use those terms in a FICON environment). For example:

For a DASD read operation the DASD array would be the I/O source and the CHPID (and application) would be the target.

You should always try to ensure that the target of an I/O has an equal or greater data rate than the source of the I/O.

Example of doing Good I/O: Using an 8G CHPID ultimately connected to a 4G DASD array – the DASD I/O source (4G) is slower than the I/O target (8G).  Performance is not affected. The source cannot overrun the target.




 Assuming no ISL or BC problems, and assuming the normal and 
typical use of DASD, is the above a good configuration? 

 If you deployed this configuration, is there a probability of 
performance problems and/or slow draining devices or not? 

 This is potentially a very poor performing, infrastructure! 
 

 Again, DASD is about 90% read, 10% write.  So, in this case the "drain" of the 
pipe are the 4Gb CHPIDs and the "source" of the pipe are 8Gb storage ports. 
 

 The Source can out perform the Drain. This can cause congestion and back 
pressure towards the CHPID. The CHPID becomes a slow draining device. 

Source Drain 

The Affects Of Link Rates 
(Adding 8G DASD with only 4G CHPIDs) 
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Presentation Notes
This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.

For a DASD read operation the DASD array would be the I/O source and the CHPID (and application) would be the target.

You should always try to ensure that the target of an I/O has an equal or greater data rate than the source of the I/O.

The above is an example of doing Bad I/O:

Using a 4G CHPID ultimately connected to an 8G DASD array – the DASD I/O source (8G) is faster than the I/O target (4G).  Performance can be negatively impacted. 

The source can deliver I/O faster than the target receiver can accept that data. Backpressure (using the buffer credits on the switching ports and the target device) can build to the point that all BCs are consumed and all I/Os from that CHPID (potentially servicing many LPARs and applications) must wait on R_RDYs from the slow 4G CHPID.



Fibre Cable 

DASD 
Storage 

System z 

Fibre Cable 
Cascaded 

FICON 

FICON 
Director 

FICON 
Director 

End-to-End FICON/FCP Connectivity 

Design 
Consideration Design 

Consideration 

• Your most challenging considerations most likely occur due to 
DASD storage deployment 
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Fabric connectivity to storage devices is tested very heavily by all vendors.

But each vendor can and will have many different models and speeds and feeds to choose from when deploying storage in your enterprise. All of them have different operating characteristics and performance bottlenecks.

This is one of the hardest areas to get correct when deploying FC and FICON fabrics.



Connectivity with storage devices 

Design 
Consideration 

Design 
Consideration 

Storage adapters can be throughput constrained 
• Must ask storage vendor about performance specifics 
• Is zHPF supported/enabled on your DASD control units? 

Busy storage arrays can equal reduced performance 
• RAID used, RPMs, volume size, etc. 
• Let’s look a little closer at this 

Fiber Cable 

DASD 
Storage 

Fiber Cable 
Cascaded 

FICON 

FICON 
Director 

FICON 
Director 

System z 
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Check with your vendors on your storage devices speeds and feeds.

Ask them where potential bottlenecks might occur so that you can architect around them.

Do they have interface cards with a maximum throughput less than the throughput that all of the possible connections (ports) on that interface might need?

Do they have any performance bottlenecks in how they tie their backend arrays into the storage control units?

Do they have any buffer credit limitations on storage ports?



How fast are the Storage Adapters? 
• Mostly 2 / 4Gbps today – but moving to 8G –                                              

where are the internal bottlenecks? 

What kinds of internal bottlenecks does a DASD array have? 
• 7200rpm, 10,000rpm, 15,000rpm  
• What kind of volumes: 3390-3; 3390-54; EAV; XIV 
• How many volumes are on a device? HiperPAV in use?  
• How many HDDs in a Rank (arms to do the work) 
• What Raid scheme is being used (RAID penalties)? 
• Etc. 

Intellimagic or Performance Associates, for example, can provide you with 
great tools to assist you to understand DASD performance much better 

These tools perform mathematical calculations against raw RMF data to 
determine storage HDD utilization characteristics – use them or something 
like them to understand I/O metrics! 

Connectivity with storage devices 
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You must check with each storage vendor about each type of storage that you are deploying in your fabrics.

There are some tools that you can use to try to bring sense to what a storage device really can or cannot do.

The storage vendors provide very little information back to RMF as each vendor wants to keep confidential the way their backend storage actually works.



• In order to fully utilize the capabilities of a FICON fabric a 
customer needs to deploy a Fan In – Fan Out Architecture 

• If you are going to deploy Linux on System z, or private 
cloud computing, then switched FICON flexibility is required! 

FICON should just never be direct attached! 

End-to-End FICON/FCP Connectivity 

Fiber Cable 

System z 

Fiber Cable 
Cascaded 

FICON 

FICON 
Director 

FICON 
Director 

135-1600 MBps 
@ 2/4/8Gbps 
per CHPID 

(transmit and receive) 

70-770 MBps 
@ 2/4/8Gbps 

per port 
(transmit and receive) 

  380 MBps @   2Gbps 
  760 MBps @   4Gbps 
1520 MBps @   8Gbps 
3040 MBps @ 16Gbps 
1900 MBps @ 10Gbps 

per link 
(transmit and receive) 

DASD 
Storage 
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Fan-out and Fan-in for FICON is usually about how many storage ports can ultimately be attached to a CHPID path. But the reverse can be true as well.
 
If you have not considered your Fan In and Fan Out ratios then you might be suffering from over and/or under utilization of CHPIDs and storage ports.
 
If you are using switched-FICON then Fan In Fan Out is occurring whether you have architected for it or not.



FI-FO Overcomes System Bottlenecks 

•Total FICON path usually does not support full speed 
• Must deploy Fan In – Fan Out to utilize connections wisely 

• Multiple I/O flows funneled over a single channel path 

70-770 MBps 

Storage System z 

135-1600 MBps 
@ 2/4/8Gbps 
per CHPID 
(transmit and receive) 

Example Fan In: 
To one CHPID = 12 
(trying to keep the CHPID busy) 

Example Fan Out: 
From 12 Storage Adapters 

Fiber Cable 
Cascaded 
FICON 

FICON 
Director 

FICON 
Director 
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  380 MBps @   2Gbps 
  760 MBps @   4Gbps 
1520 MBps @   8Gbps 
3040 MBps @ 16Gbps 
1900 MBps @ 10Gbps 

per link 
(transmit and receive) 

Presenter
Presentation Notes
Referring back to the Mainframe Channel Cards slide, with high performance FICON (zHPF) workloads a CHPID can only do a maximum of 770MBps full duplex (on an 8G link that should be capable of 1600MBps). So a CHPID cannot reach the full potential of an 8G link.

And most storage is still running at 2G and 4G today.

So utilizing Fan In – Fan Out allows you to maximize the value of both your CHPIDs and Storage Adapters and to minimize the cost of those connections.



Brocade’s Mainframe 
Certification 

Brocade 
Certified 
Architect 

for 
FICON 
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Presentation Notes
Brocade’s Certification Program helps IT professionals distinguish themselves by demonstrating expertise in implementing industry-leading technology used in real-world networking environments. 




Industry Recognized Professional Certification 
We Can Schedule A Class In Your City – Just Ask! 
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Presentation Notes
This level of certification indicates that a person understands IBM System z I/O concepts, and can demonstrate knowledge of Brocade switching solutions in FICON environments

The BCAF is for professionals that are in a pre-sales, support, design, or professional services role. 



             ……My Next Presentation…… 
 
A deeper look into the Inner Workings and 
Hidden Mechanisms of FICON Performance 

• David Lytle, BCAF 
• Brocade Communications Inc. 
• Tuesday March 13, 2011  --  3pm to 4pm 
• Session Number - 11004 

 



   SAN Sessions at SHARE this week  
 

Tuesday: 

Time-Session  
1500 - 11004: A deeper look into the Inner Workings and Hidden Mechanisms of FICON Performance 
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http://community.brocade.com/community/brocadeblogs/mainframe  
Visit Brocade’s Mainframe Blog Page at: 

Also Visit Brocade’s New Mainframe Communities Page at: 

http://community.brocade.com/community/forums/products_and_solutions/mainframe_solutions  

http://community.brocade.com/community/brocadeblogs/mainframe�
http://community.brocade.com/community/forums/products_and_solutions/mainframe_solutions�


Please Fill Out Your Evaluation Forms!! 

This was session:   11003 
And Please Indicate On Those Forms If There 
Are Other Presentations That You Would Like 
To See In This SAN Track At SHARE. 

Thank You. 

Presenter
Presentation Notes
Thank you for attending this session today!
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