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Agenda 

Introduction – AS Virtual /Real Memory Map – CEC Memory Locations 

Improvements In RSM/VSM/ASM Through z/OS v1R8 To Today 

RSM/VSM/ASM  Algorithms 

UIC Calculation,Page Stealing,Logical Swapping  

 

Types Of Memory Resources – Advantages /Disadvantages 

In Memory Areas 

DataSpace 

HiperSpace 

Memory Objects 

CICS  & DB2 Virtual/Real Memory Map & Usage 

DFSORT & DB2 Utilities Memory Resource Usage Hints & Tips 

RMF Panels  & SMF Records Used  & Meanings  
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Agenda 

Memory Resource Related SMF113 Records - TLBs and Others 

Important Changes And Analyzing Their Effects 

All Jobs Default Region Size Increase 32 MB To 64 MB 

LPAR Memory Capacity Increase Effect 

Finding Bottlenecks 

HW & SW Configuration Options Used  

List Of Important APARs  



• A wholly-owned subsidiary of Garanti Bank, the second largest private bank in   

Turkey owned by Doğuş Group and BBVA.  

• One of the largest private internal IT service providers in Turkey 

•  Most up-to-date IT infrastructure 

•  Tightly integrated and fully in-house developed, custom-fit IT solutions 

•  Uninterrupted transaction capability and infrastructure security 

•  Well-reputed as a company of “firsts” 

•  Visionary and continuous investment in technology since 90’s 

•  Fast decision making and strong communication from top to down 

•  Centralized management reporting systems, enable management to take 

timely actions 

•  Advanced CRM applications 

•  Paperless banking  

Who  is GT ? 
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Internet 

POS Merchants POS 

ATM 

WAS 
- 

HTTP  Call Centre 

Branch Banking 

POS Banking 

ATM Banking TOR 

WEB Banking 

TORs 

TORs 

D 
B 
2 

ECI/tcpip 

Availability : % 99.999 
Response    : 0.045 sec. 

SLA 

VISA/EUROPAY Listener Switch 

Branches TORs 

130 CICS Regions 

 Average daily trx  : 205 million        

Peak daily trx : 281,817,000 million 

GT- CICS Configuration –TORs & AORs 



Our Customers 

http://www.dask.gov.tr/index.html
http://www.dask.gov.tr/index.html
http://www.dask.gov.tr/index.html
http://www.dask.gov.tr/index.html
http://www.e-sirket.com/ilanlar/42144_146427_V734ML.JPG
http://www.garantisigorta.com.tr/


 

  SHARE 

 

  CMG 

 

  GDPS Design Council 

 

  zBLC 

 

 

GT Is A Member Of … 

http://www.share.org/
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GT-Mainframe Configuration 
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GT Parallel Sysplex Configuration - LPARS 

46GB 46GB 

GAR2-  320GB GAR1-  320GB 
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GT-Memory Upgrades 
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GT-Memory Upgrades 

Most Of The  LPARs Real Storage Increased by %100 

40 GB to 80 GB ,35 to 70 GB 



Book Configuration – GAR1 CEC 
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192 GB Memory Physical   

192 GB Memory Physical   

 192 + 192 = 384 GB Memory Physically Installed  

 336 GB Enabled - 16 GB HSA -  320 GB Customer Usage  



Book Configuration – GAR2 CEC 
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 192 + 192 = 384 GB Memory Physically Installed  

 336 GB Enabled - 16 GB HSA  - 320 GB Customer Usage  

192 GB Memory Physical   

192 GB Memory Physical   



Memory Upgrade  

14 

 Batch Jobs That Use DFSORT Improved 

 

 Batch Jobs That Use DB2 Utilities Improved 

 

 More CICSes, Product Address Spaces… 

 

 DB2 Local/Group Buffer Pool Size Increased 

 

 System Paging Effect- Page Stealing  Removed 

 

 Real Storage Space For Dumps 
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Address Space Virtual/ Real Memory  MAP 

2GB- BAR 

4GB 

2 TB  

2 TB – (    Default HVCOMMON(64GB)  + 2 GB OS related (2 GB) ) = 1982 GB 

16 EB 

512 TB  

64-bit  COMMON 

64-bit  SHARED 

64- bit  (high Non Shared ) 

User Private 

64- bit  User Private 

DataSpace 

HiperSpace 

2GB 

2GB 

Virtual Storage Outside  Address Space 

Extended User Private 

User Private 

16MB -   LINE 
Common  

Extended Common  

z/OS Limit  4 TB 

Reserved  For JVM Usage 
32GB 

System Area   

288GB 
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Different Types Of Memory Related Resources 

MAIN STORAGE DATASPACE HIPERSPACE MEMORY OBJECT 

• Is NOT in AS Virtual 

Storage 

• Contain Only Data 

• 31-Bit Addressing 

• Byte Addressable 

Up To 2 GB 

• Obtained via 

DSPSERV Macro 

• AS Virtual Storage 

• Contain Both 

Program &Data 

• 31-Bit Addressing 

• Byte Addressable 

Up To 2 GB 

• Defined In Code Or  

GETMAINed 

• Is NOT in AS Virtual 

Storage 

• Contain Only Data 

• 31-Bit Addressing 

• Not Byte 

Addressable  

• Maximum Size 2 GB 

 

• (DFSORT can 

create upto 16 HS) 

• Obtained via 

DSPSERV Macro 

• AS Virtual Storage 

• Contain Only Data 

• 64-Bit Addressing 

• Byte Addressable 

• Created via IARV64  

Macro 
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z/OS V1R9  z/OS V1R10  

64-Bit  Common Storage Implemented in z/OS V1R10 
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64-Bit  Common Storage Implemented in z/OS V1R10 
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Improvements In RSM/VSM/ASM Through z/OS V1R8 To Today 

 z/OS V1R8 Improvements  

 z/OS V1R9  Improvements  

 z/OS V1R10  Improvements  

 z/OS V1R11  Improvements  

 z/OS V1R12  Improvements  

 z/OS V1R13  Improvements  

 New UIC Calculation 

 New Page Stealing Algorithm 

 Physical Swap Removing 

 64-bit Support  For  GRS 

 CPOOL Changes  

 64-Bit Common Storage  

 Large Page Support 

 SDUMP dump prioriterization for memory  objects 

 VSM Getmain Changes 

 Criticalpaging With APAR 

 64-Bit SHARED Memory For z/OS UNIX and  64-Bit System Area 

 Large Page Support  To Back The Nucleus 

 Large Page Coalesce Support 

 SDUMP Improvements 

 RMF cpools to 64 bit 

 CTRACE 

  SSRB move to 64-bit 

   Communication Server CTrace move to 64-bit: 
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64-Bit Common And Shared Exploiters In Our Environment -1 

2GB- BAR 
4GB 

2 TB  

1982 GB 

16 EB 

512 TB  

64-bit  COMMON 

64-bit  SHARED 

64- bit  (high Non Shared ) 

User Private 

64- bit  User Private 

Extended User Private 

User Private 

16MB -   LINE 

Common  

Extended Common  

Reserved  For JVM Usage 
32GB 

System Area   
288GB 

 DB2 DBM1,MSTR,DIST Address Spaces 

 DB2 Utillity Programs/Jobs 

 HZSPROC-HealthChecker AS 

 TCPIPROC 

 Master AS 

 RMF 

TCPIPROC 

 JESAUX 

 PFA   

 Some CICSes 

 RMF Monitor III STORM Panel 

 SMF71 

WHERE TO LOOK  ? 
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64-Bit Common And Shared Exploiters In Our Environment -2 

RMF Monitor III STORM Panel 



MEMLIMIT 
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Question : By Which Method It is SET For An Address  Space  ? 

SMF30MES  field  ( In MXG SMF30MLS  in jobs SAS file )  WHERE TO LOOK  ? 

 Controls The Amount of Virtual Storage Of An AS Above The Bar 

 ( In Other Words Total Amount of Virtual Storage That it can allocate using MOs ) 

 Can Be Set By SMF, In JCL, By IEFUSI   

 For Our AS Default is 512 MB  and Set By SMF  

Question : What is The Value of this during execution Of  a Step For An Address  Space  ? 

WHERE TO LOOK  ? SMF30MEM  field  ( In MXG MEMLIMIT  in jobs,steps and similiar SAS file )  
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Important  APARs 

OA38056 ABEND0C4 IAXV2 PIC 4 PROTECTION EXCEPTION 

OA37831 ABENDA78 REASON 18 TRYING TO FREE STORAGE APPEARES TO BE FIXED   

OA38221 PLPA PAGE OF ZEROES ABEND0C1 

OA38128 HIGH PAGING DURING IARV64 PAGEOUT PROCESSING *** 

 

OA38400 ABEND073 RC28 IN LOCK MANAGER CALLED FROM IAXV6 WHILE 

PROCESSING A PAGE FAULT BY AN SRB     

 

OA38534 ABEND0C4 IN IGVHCHK1 +X'3672' AT HBB7780 WHEN COPYING A LONG 

IEASYSXX MLPA SPECIFICATION                           

 

OA38742 DIFFERENCE IN ASMIORQR / ASMIORQC COUNTS BECOME LARGE ENOUGH 

TO   AFFECT FRAME STEAL PROCESSING AND ASMIORQR INCREMENTED TOO HIGH***   

 

OA38754 IARV64 REQUEST(GETSTOR) WILL CAUSE RSM TO INCREMENT THE   

RAXLVABYTES COUNT, REGARDLESS OF WHETHER AUTH OR UNAUTH   

 

OA38818 IAXSA ABEND0C4 DATASPACE SEGMENT TABLE IAXUE ABENDC0D 

RC41000211 FOLLOWING ABEND0C4 IN IAXSA  
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Resources Used To Analize & Monitor  

SMF Records : Type71, Type16,Type74, Type30  - MXG  

 

RMF Monitor I Reports 

 

RMF Monitor III Panels  

(20 Sec Interval Data Is Being Saved In SQL Database Using RMF DDS Interface) 

 

Cross Checking  RMF Report Fields & SMF71,SMF30  Fields 
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Page Stealing – MCCAFCTH Parameter 

MCCAFCTH=(2000,2500)  

RCEAFCLO RCEAFCOK 

   DETERMINES WHEN SRM SHOULD PERFORM PAGE STEALING 

 

   With OA14409, THRESHOLDS ARE NOT STATIC ANYMORE  

      SRM started automaticly adjusting these thresholds  according to Central Storage Usage 

 

 The idea behind OA14409 was to remove  the restriction to have customers change 

      the threshold depending on changes related to Real Storage configuration.  

 

 The System Is Maintaining The Threesholds By Its Own 

 

 Increasing The Thresholds is only recommended when performance problem will be seen. 

      

 

RCEAFCLO =  MAX ( LowValueDEfinedInMCCAFCTHParameter,400,0.2%OfPageableStorage) 

 INITIAL THRESHOLD VALUES CALCULATED AS 

RCEAFCOK =  MAX ( MaxValueDEfinedInMCCAFCTHParameter,600,0.4%OfPageableStorage) 

LowValue OKValue 



Available Frame Queue 

Page Stealing  

MAX(0,RCEAFC - MAX(RCEAFCOK,2048*MCCAFCOK*MCCDEFAM)) SMF71CAM =  

RCEAFCOK =    SMF71MNF – SMF71CAM 

IS THERE  A WAY TO MONITOR RCEAFCOK THAT SYSTEM IS CHANGING DYNAMICLY? 

YES, Using The Following Formula…& SMF71CAM & SMF71MNF  SMF Fields…. 

SMF71CAM   

SMF71MNF   Minimum  # Of Unused Central Storage  Frames 

Minimum Value RCEAFC is observed During 15 minute Interval 

Minimum Number Of Available Central Storage Frames 

# Of Frames That Are In Available Frame Queue,Before  System is Brought To 

RCEAFCOK Threshold 

SMF71MNF   

SMF71CAM   RCEAFCOK   

Page Stealing Starts 

It Is Recommended To Monitor These Values To Determine If you Have Enough Memory or Need To Add More 



27 

Page Stealing 

DAILY INTERVAL REPORT OF RCEAFCOK 
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Page Stealing 

Sample Data, Before Our Memory Upgrade ,When SMF1CAM Became 0 And System Started Page Stealing 



RMF Monitor I 
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SMF71MNF . It is minimum value  of RCEAFC & It can NOT be negative 

  (IBM will change the explanation in RMF Book )  
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Daily Reports -Maximum Real Memory Used  
Online Memory   ( SMF71TFC+SMF71FIN )  - Minimum Available (SMF71CAM) 



DB2 AS Memory Resources -1 
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In RMF DDS Actual Value In terms of frames = 4247000 

Total  Frames 4247000* 4K =  16 GB 
DB2 SMF record  fieldname = QW0225RL    

Includes # of both 31-bit backed + 64-bit backed by real storage frames 

How much Real Memory Allocated by my PDB1 DB2 DBM1 Address Space  ? 

MXG value QW0225RL in  Asumdbss SAS file  

Look RMF Monitor III STORF Panel  



DB2 AS Memory Resources -2 
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Total  Frames 4247000* 4K =  16 GB 

Does NOT SHOW # Of Actual Backed by Real But Total In Virtual Storage 

How many Memory Objects Allocated by my PDB1 DB2 DBM1 Address Space  ? 

Look RMF Monitor III STORM Panel  

Total 1006 MO allocated: 4 of them from 64-bitSHARED 1002 of them from 64-bit Private 

Does NOT mean 1006MB ,MO can be 1MB and MULTIPLES of 1MB 



DB2 AS Memory Resources -3 
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How much is my PDB1 DB2 DBM1 Address Space’s 64-bit Virtual Storage  ? 

Look RMF Monitor III STORM Panel  

Average 245 GB VIRTUAL storage allocated in Above bar for owned by  PDB1DBM1 

Total     Average amount of storage allocated by memory objects in 64-bit   high virtual memory with this address space as the owner         

Comm      Average amount of 64-bit common storage allocated with this   address space as the owner                                       

Shr       Average amount of shared storage allocated by memory objects in  64-bit high virtual memory with this address space as the owner  
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CICS Virtual Storage Map ( 31-Bit Part)  

LSQA above 70M 

LSQA Below 548K 

Private user > 16 MB 1227M 

Private User < 16 MB 5284K 

System limit 1455 MB 

System limit 8168K 
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CICS Virtual Storage ( 31-Bit  + 64-Bit) & Real Backed 
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User Private Area  In Our Environment 

  For All Systems  Same = 1456 MB 

   = 2GB – Total of Extended Common Areas Defined   

 For All Systems  Same = 8168K 

  = 16 MB – Total of  Common Areas Defined – 8K    

WHERE TO LOOK  ? 

SMF30ERG  (In MXG  PVTSHI in steps file ) 

WHERE TO LOOK  ? 

SMF30RGB  (In MXG  PVTSLOW in steps file ) 
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User PrivateArea (User Subpools& LSQA,SWA Actual Usage)  

SMF30EUR  (In MXG  USRSZHI in steps file ) 

Max Virtual Storage In Bytes Allocated From 

User Subpool Above Line 

Note : DFSORT  Does Getmains & free  

To See The Actual Available- 

SMF16 To See Actuals For These 

 

SMF30URB  (In MXG  USRSZLOW in steps file ) 

Max Virtual Storage In Bytes Allocated From User Subpool  

Below Line 

ELSQA,ESWA 

SMF30EAR  (In MXG  LSQSZHI in steps file ) 

Max Virtual Storage In Bytes Allocated From 

LSQA,SWA Subpool Above Line 

 

LSQA,SWA 

SMF30ARB  (In MXG  LSQSZLOW in steps file ) 

Max Virtual Storage In Bytes Allocated From 

LSQA,SWA Subpool Below Line 

 



Private Storage Sample -1 
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Private Storage Sample -2 

39 
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              INCREASING THE SIZE OF  

   DB2 GLOBAL/LOCAL BUFFER POOLS 
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DB2 Group Buffer Pool Structures’ Size Were  Increased by  Total   2 GB 
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DB2 DBM1 AS Change In 64-Bit Storage – Sample SSID PDA2 
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2162K 

DB2 DBM1 AS Change In 64-Bit Storage – Sample SSID PDA2 
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DB2 DBM1 AS Change In 64-Bit Storage – Sample SSID PDA2 
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DB2 DBM1 AS Real Storage AllocationChange After BF increase 

Source : RMF 

Monitor III 

STORF Panel 

TotalFrames 

Column 
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Changes In SMF71 Fields  In Each z/OS Version 

SMF71GRN 

SMF71FBN 

SMF71FRN 

SMF71FFN 

SMF711RN 

SMF71NRN 

From z/OS v1r10 To z/OS V1R12  Added  From z/OS V1R12 To z/OS v1r13  Added  

SMF71RFL 

SMF71LFA 

SMF71L7M 

SMF71L7X 

SMF71L7A 

SMF71TLS 

SMF71TOT 

SMF71AXD 

SMF71LES 

SMF71LAX 

SMF71ESD 

SMF71MIG 

From z/OS V1R12 To z/OS V1R13  Part  Related To Physical Swaping Removed  
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RMF Monitor III  
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RMF Monitor III Panels 
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RMF Monitor III – Storage Usage By Frames 
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RMF Monitor III – Storage Usage By Memory Objects 
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RMF Monitor III – Storage Usage For Each Resource 
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RMF Monitor III – Storage Delay Summary 
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RMF Monitor III – Common Storage 



Daily Reports – SLOT UTILIZATION 
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SLOTUTIL = 100* ( SMF71MNA- SMF71MNU)/ SMF71MNA 

MXG FIELD SLOTUTIL 



Daily Report –High-Medium-Low-Impacted Frame  

55 

 
 
 
 There are actually 4 Buckets In Which Frames Are counted. 
 Low Impacted Frame Buckets Are 3 and 4. Less Referenced 
 Before z/OS V1R8, Frame Counting was done every 10 seconds 
 With z/OS V1R8,# Of Frames Counted Based on UIC,time since last swap-in and 

pageable frames of ASes in  every 1 second. 
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RMF Monitor III – Hidden Fields   

CPC PANEL   -  Online Memory  Of LPAR    : Field Name  : CPCPCSMB 

MODIFY RMF III –CPC Panel  USING `RMF UTIL` In ISPF Command Panel 
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DFSORT Hints - Summary 

• Use DSA as 128 without increasing Region ,it wont hurt but  it will show  

     you how much theoratic it can use and that you can benefit … 

     Check ICEMNVLZ 

 

• Check ICEINMRG field  In Order To  Decide Whether you need to increase  

    Region Of A Job or Not 

 

 Using memory objects for DFSORT  cause more zIIP To Be Used 

 

 Don’t Increase TMAXLIM But Play With DSA 

 

 Collect SMF16 – Can Be Formatted Using Sample Programs 

 

 Even In Short Version,There Is Good Information 
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DB2 Utilities Hints Summary 

Check DSNU397I message whether you can get benefit from parallelism by increasing Region 

Size Or NOT 

This Message  Shows Performance Degragation Related To Virtual Storage Usage  

 

IBM recommends not to use SORTNUM but leave decision to code 

 

Recommendation For In Main Storage available to DFSORT setting ,Region  

   - 1 GB data can well be sorted in 10 MB of memory  

   - 10 GB data should already have around 30 MB of memory  

   - 100 GB data should have at least 70-80 MB memory available 

 

For Steps that is using DB2 utilities, don’t check smf30eur (USRZHI) where DB2 utilities are 

doing getmain to check available memory in order to decide how many TCBs  can be created.  
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Default Region Change Effect  

DFSORT Message: 

ICE247I  Intermediate Merge Entered  - Performance May be Degragated 

 

SMF16 Record : ICEINMRG 

DB2 Utilities Message: 

DSNU397I NUMBER OF TASKS CONSTRAINED BY VIRTUAL STORAGE  

SHARE Requirement About REGION paramater - IEFUSI Exit :   SSMVSE99007 



Default Region Change Effect 
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Default Region Change Effect 

DFSORT Message  : ICE247I  Intermediate Merge Enetred  - Performance Maybe Degragated 
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SMF113  TLB1 Misses 

Before 

After 



SMF113 TLB1 Study Of IBM 

63 



64 

SORT Memory Usage 10 Methods  

1. In Main Storage Sort 

2. Basic Disk Work Sort 

3. DataSpace Only Sort 

4. DataSpace/Disk Sort 

5. Memory Object Only Sort 

6. Memory Object/Disk Sort 

7. HiperSpace Only Sort 

8. HiperSpace/Disk Sort 

9. Memory Object Work Only Sort 

10.Memory Object Work/Disk Work Sort 
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Sort Memory Usage – In Main Storage Sort  

Records 

Input/Output 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

Maximum Amount Of 

Virtual Storage Allocated  

HERE –  ( Above 16 MB 

) 

Read Entire Sortin Into Main Storage 

Sort The Data 

Write 1 Sorted String Into Sortout 

AS Virtual Storage Related DFSORT Parameters 

How To Monitor Performance & Usage 

SIZE 

TMAXLIM 

DSA 

ICEMNVY,ICEMNVZ  - SMF16 Record 

CPUTIME 

ELAPSETIME 

ICEINMRG 

MVS –REGION Parameter 
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Sort Memory Usage – Basic Disk Sort Work 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

ICEMNVY,ICEMNVZ – SMF16 Record  

1. Read from SORTIN as much as  fit in main storage 

2. Sort the Data in main storage and write to SORT WORK 

3. Read another bunch of records from SORTIN into main Storage 

4. Sort current bunch of records and write sorted Data To SORT WORK 

5. Repeat Steps Until end of SORTIN 

6. Read sorted Data From SORT WORK and write to SORTOUT 

SORTWK01 

SORTWK02 

SORTWK03 

SORTWK04 

AS Virtual Storage 

MVS –REGION Parameter 

Related DFSORT Parameters 

SIZE 

TMAXLIM 

DSA 

DYNALLOC 
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Sort Memory Usage – DataSpace Only Sort 

Records 

Input/Output 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

2 GB 

AS Virtual Storage 

DataSpace 

Records 

(Extension Of  

Main Storage) 

Related DFSORT Parameters 

SIZE 

TMAXLIM 

DSA 

DSPSIZE 

MVS –REGION Parameter 

 Similar to In Main Storage except now a Dataspace is used as an extension of main storage 

 This allows up to 2GB to be sorted entirely in a Dataspace 
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Sort Memory Usage – DataSpace/Disk  Sort 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

ICEMNVY – SMF16 Record 

2 GB 

AS Virtual Storage 

DataSpace 

Records 

(Extension Of  

Main Storage) 

Sort Work 

Buffers 

SORTWK01 

SORTWK02 

SORTWK03 

SORTWK04 

Related DFSORT Parameters 

SIZE 

TMAXLIM 

DSA 

DYNALLOC 

DSPSIZE 

MVS –REGION Parameter 
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Sort Memory Usage – Memory Object Only Sort 

Records 

Input/Output 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

AS Virtual Storage 

Records 

Input/Output Buffers 

Memory Objects 

4 GB 

Related DFSORT Parameters 

SIZE 

TMAXLIM 

DSA 

MOSIZE 

MVS –REGION Parameter 

MVS-MEMLIMIT Parameter 
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Sort Memory Usage – Memory Object/Disk Work Sort 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

AS Virtual Storage 

Records 

Memory Objects 

4 GB 

SORTWK01 

SORTWK02 

SORTWK03 

SORTWK04 

Related DFSORT Parameters 

SIZE 

TMAXLIM 

DSA 

DYNALLOC 

MOSIZE 

MVS –REGION Parameter 

MVS-MEMLIMIT Parameter 

This works much the same as Hiperspace sorting. 

Max of 16 memory object work files. 

Beginning with DFSORT V1R12,  memory objects can also be used as intermediate work space. 



Sort Memory Usage – HiperSpace Only Sort 

HiperSpace 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

AS Virtual Storage 

2 GB 
HiperSpace 

HiperSpace 

2 GB 
HiperSpace 

SIZE 

TMAXLIM 

DSA 

HIPRMAX 

Related DFSORT Parameters 

MAX HiperSpace Size 2 GB 

DFSORT Can Use Up To 16 HiperSpaces 

• Hiperspace is used as intermediate work space, not as an extension of main storage 

• Data is sorted in main storage, similar to a Disk work sort. 

• DFSORT Still writes the same amount of data to intermediate work space 

• But now all of the data can be written to Hiperspace instead of Disk SORT WORK 



Sort Memory Usage – HiperSpace/Disk Sort 

HiperSpace 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

AS Virtual Storage 

2 GB 
HiperSpace 

HiperSpace 

2 GB 
HiperSpace 

SORTWK01 

SORTWK02 

SORTWK03 

SORTWK04 

Related DFSORT Parameters 

SIZE 

TMAXLIM 

DSA 

DYNALLOC 

HIPRMAX 

MVS –REGION Parameter 

• Hiperspace is used as intermediate work space, not as an extension of main storage 

• Data is sorted in main storage, similar to a Disk work sort. 

• DFSORT Still writes the same amount of data to intermediate work space 

• But now some  of the data can be written to Hiperspace instead of Disk SORT WORK 

MAX HiperSpace Size 2 GB 

DFSORT Can Use Up To 16 HiperSpaces 
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Sort Memory Usage – Memory Object Work Only Sort 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

AS Virtual Storage 

Intermadiate Work Space 

Memory Objects 

4 GB 

Related DFSORT Parameters 

MVS –REGION Parameter 

MVS-MEMLIMIT Parameter 

SIZE 

TMAXLIM 

DSA 

MOSIZE 

MOWRK YES 
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Sort Memory Usage – Memory Object Work /Disk Sort 

Records 

Input/Output 

Buffers 

Sort Work 

Buffers 

Control 

Blocks 

16 MB 

2 GB 

AS Virtual Storage 

Intermadiate Work Space 

Memory Objects 

4 GB 

SORTWK01 

SORTWK02 

SORTWK03 

SORTWK04 

Related DFSORT Parameters 

MVS –REGION Parameter 

MVS-MEMLIMIT Parameter 

SIZE 

TMAXLIM 

DSA 

DYNALLOC 

MOSIZE 

MOWRK YES 



DFSORT Parameters Summary 
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SAME INFORMATION IN SMF16 RECORDS 

                                 OR 

 USING ICETOOL- DEFAULTS LIST- Statement 

DEFAULTS OVERWRITTEN BY ICEPRMXX PAMRLIB member 

TMAXLIM  6MB 

SIZE MAX 

HIPRMAX  Optimal 

MOSIZE  MAX 

MOWRK  YES  

DSA 64 

DSPSIZE  MAX  
 

 

SOME IMPORTANT PARAMETERS & VALUES LEFT DEFAULT 
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DAVID BETTEN -  DFSORT DEVELOPMENT PERFORMANCE 

 

CHRISTIAN MICHEAL – DB2 UTIILITIES DEVELOPMENT 

 

JERRY KENYON – DB2 DEVELOPMENT 

 

JUERGEN KUHN – RMF DEVELOPMENT 

 

DIETER WELLERDICK – WLM DEVELOPMENT 

 

CHRIS BAKER – CICS DEVELOPMENT 

 

BARRY MERRILL – Merrill Consultant 

 
 

 



THANK YOU ! 
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Backup-VSM Storage Management Rules  
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 MVS manages storage through the use of subpools designed to 

accommodate a variety of storage needs 

 Storage is allocated or assigned to a subpool in one page (4K) multiples 

 Storage belonging to different subpools cannot occupy  the same page 

 Storage with different storage keys cannot occupy the  same page 

 Storage belonging to different TCBs cannot occupy the  same page 

 When there is not enough storage above the line to fulfill an above the 

line storage request, VSM will attempt to honor the request from below 

the line instead 

 LSQA / SWA / high private pages may not intermix with user region 

pages 

 Unless otherwise directed on the GETMAIN request, VSM will give out 

storage at the high end of the page first ?? 
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Backup-Subpools 


