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Starting out...
* Introduction. * Adding an Additional Node.
* WebSphere on z/OS * Creating a Server.
Overview « Creating to a Cluster.
* Overview of the Installation « Some Useful Stuff (Config
Process. tweaking).
* "Get Ready” stuff... * Setting some variables.
* Some Setup Info... * Setting console preferences.
* Install the WebSphere * Use of the RMI connector.
code... e Etc...
* Using the WCT to Configure * Q&A?
WebSphere...
f:.g:IIARE:u Attanta

This presentation is the accumulation of experiences installing WebSphere on z/OS at
customer locations across the US in combination with those acquired working with the
folks from the WSC, with input from WebSphere on z/OS level 2 support.



High Level Overview of WebSphere
Application Server

+ SHARE in Atlanta

This overview is extracted from the WBSR7 wildfire class, the full content of which is
available on the techdocs website at the following url:

http://www-03.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS3422



Schematic Diagram of WebSphere 'ﬁ
Application Server on z/OS

a very conceptual view of what WebSphere Application Server is:
z/OS Address Space

MVS START

T T . *D

But this isn't guite right . : ik
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This chart seems busy on the surface, and it does in fact convey some complex things, but the key message is
one of how WebSphere Application Server on z/OS provides the Java runtime environment on the platform. Let's

walk through the progression so the picture can painted:
1. AWAS z/OS application server is started with a standard MVS START command.
2. On z/OS that implies an address space, which is roughly analogous to a UNIX process.

3. The initial code to start is not Java at all, but native code (C++) compiled for the z/OS platform. This is what

brings up the intial lower-level framework and plumbing code.
4. Once the foundation is set, then the Java environment is started up.

5. With the JVM in place, WAS can now load the various Java class files that implement the open standard
APls and the function behind it. They are organized into two "containers" -- one for web modules and one for

EJB modules.
6. Finally your application modules are loaded in and started.

That is the essence of it -- a foundation written in native code that launches the Java environment and then loads
in additional Java services and structures to implement the Java EE server specfications. The standards and

specifications are common to all vendors -- the way they’re implemented is up to the vendor.



s
The Split JVM Model with WAS z/OS ——
The split JVM model is what allows plumbing code to exist in an address space with
different authority and protection from the application address space:

"Controller Region" (CR) "Servant Region" (SR)
z/OS Address Space ___ | p— Servant Region sessesessersees

ol

Java Virtual Machine

Platform Native Code ;

»> Let's explore what
goes on here ... it's a

. Eey 2 rrotected good example of
» Hosts listener ports platform exploitation
+ Classifies work SHARE in Atlan
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WAS z/OS is different from WAS on other platforms in that each application server operates with a "split JVYM"
model -- a "controller region" and a "servant region." The CR provides the initial handling of requests and does
workload classification. The SR is where the applications run and where the "container" structures are
implemented.

Note: for those with some familiarity with WAS z/OS ... yes, multiple SRs is possible. We'll cover that soon.
Between the CR and the SR sits the z/OS Workload Manager (zZWLM, or just WLM). We put the "z" on the front
of that because WAS on the other platforms has something termed "workload manager” but it is not the same
thing as z/OS WLM.

WLM is what starts the SR after the CR initializes. WLM is also what maintains work request queues, which is

what we'll explore next.
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WLM Between CR and SR

A key platform exploitation, WLM provides a way of buffering work between CR and SR,

Java Virtual Machine

and making the model a "pull" rather thag a "push”
g===+ Controller Region «==q

Request
Request
Request
Request

Request

Platform Native Code

Request
Request

Temporary spikes in
requests have a place
to go rather than

parking on threads
Reason why WAS z/0S don't
require as many threads as
WAS distributed

WLM

Request
Queue
Servant Region
pulls based on
its ability to do
the work

Spikes in requests
queue up in WLM

Java Virtual Machine

Platform Native Code l

What happens if
there's simply too
much work for the

servant region?
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Sitting between the CR and the SR is a WLM work request queue where work is placed prior to the SR taking the
work to service the request. This is what provides the ability to take a spike in requests and not overload the

system. The CR will take the work in and park it on the WLM queue. These are not execution threads, these are
very low overhead memory structures.

The SR takes work as it's able. It won't take more than it can because it's just a matter of a thread freeing up and
taking the next unit of work.

Note: there's actually quite a bit more sophistication in the middle of all this. We're simplifying things here to make

key points.

What happens if the inbound work is too much for the servant to service? If you have it configured to allow it, the

CR can ask WLM to start up additional servant regions. That's next.
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Starting Additional Servant Regions e
A configurable option, this is based on WLM goals. If WLM sees the goals are not
being met, it will start up additional servants:

Servant Region -----za=e--

--~., Goals are not
: %, being met!
NN Zwim
A}
¥ ¢
A *
Java Virtual Machine "" am=’
Platform Native Code ; " MVS START
.

L4

Cmm=

» Additional servants are
mirror copies of the first

« Additional WLM queues are
formed

« CR controls which servant
queue requests go to

*« WLM has ability to stop
servants when goals being

wsesssessns Servant REgion seessssssesee:

-,

General Properties

[==]==})
Multiple Instances Enabled

Java Virtual Machine

Minimum Number of Instances

> Platform Native Code E

NLaximurn Number of Instances met and WOI‘k |n servant
flushed out

Apply | [0K] [Reset] [ Cancel SHARE in Atlan
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WLM is a very sophisticated system resource monitoring and allocation control mechanism. We can't go into all
the details of WLM here, but suffice to say that WLM watches the state of all activity and compares against the
work goals you've defined.

Imagine a servant region is taking work as fast as it can, but WLM still sees that the defined goals are not being
met. If you've allowed it (it's a configurable option), WLM will start additional servants. Doing this results in
additional WLM work queues being created and the CR placing work requests on the queues of the servants.

Note: there is considerable sophistication in the middle of this ... far more than we can cover on one chart here.
We'll point you to a technical document that explains all this in much closer detail.

When the workload surge cools off, WLM has the ability to stop allocating work to the excess servants and allow
work there to flush out. Then stop that servant.



Techdoc WP101470

Written by Dave Follis, an architect of WAS z/OS, it details the inner workings of the
CR/SR/WLM interactions and reveals all the capabilities it provides

Document Author: Don Bagwell Document ID: WP101740
Additional Author(s): ; "
David Follis

Dec. Organizatien: Advanced Technical Skills Document Revised: 09/01/2010
Product(s) covered: \WebSphere Application Server for z/0S; WLM; z/0S

Abstract: This paper explains in some detail the way in which WAS
z/0S makes use of the z/0OS Workload Manager (WLM). Most
pictures of the WAS z/0S controller / servant region show a single
WLM queue, but in fact there may be several. This paper explains this
and helps show the power and value of the WAS z/0S platform.

i

We'll leave this topic and turn our attention
to the overall topology
ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP101740
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If the CR / SR interaction with WLM interests you, by all means pull Dave Follis' Techdoc on the subject.



Simplifying the Picture of the AppServer****

Going forward, we'll use a simplified icon to represent the CR / SR structure we talked
about earlier:

Controller
Region
®ne address space

AppServer

Servant
Region(s)

One or more address
spaces, depending on

/ how you configure it

AppServer

A logical grouping of the CR
and SR.

To WAS, this grouping is the
"AppServer"

CR

SR

. SHARE in Atlanta
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Going forward from here we'll use a little stylized icon to represent the CR / SR structure. The icon we'll use is
shown on the chart. The square blocks represent z/OS address spaces; the curved outer box represents the
logical collection which WAS itself views as the "appserver.”
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Multiple Application Servers and the Concept of é:u
“Node”

There are many reasons* for creating multiple application servers. A “node” is simply
the logical collection of applications servers on an LPAR:

EPAR EPAR

Key Points:
* Nodes are a logical thing ...
it’s not a started task
* They logically organize
(‘AppServer ) (‘AppServer ) E;;ﬁl'iacation servers on an
I— I— * No architectural limit to the
— > number of application
AppServer AppServer servers in a node; limited

only by system resources
“Node” J “Node” \

0 o * Rule: node must stay on an

o o LPAR; it can’t span LPARs in
AppServer (AppServer a Sysplex
— D — What’s the point?
* Requirement for separation of application. Applications (We'll Segimeem)

have different custom JVM settings. Different ii | | |i | |i Hi | iger
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Okay, let’'s now explore what the other things are in the WebSphere z/OS configuration picture. We'll start with the
notion of a “Node.” This is actually a cross-platform WebSphere concept. A node is really just a logical collection
of servers on a given LPAR. WebSphere maintains the concept of a “node” because that’s how it ties servers to a
configuration file system, but that’s a point we’re not quite ready to fully understand. For now, just lock in on the
idea of a node being a collection of servers on a given LPAR.

There is no limit to how many servers you can have in a node. It's really a question of resources on the LPAR to
support the address spaces.

The rule is this -- a node can’t span multiple LPARs. By definition, a node must stay on an LPAR. If you have
multiple LPARSs in your Sysplex, you would define multiple nodes, such as the picture above illustrates.

Okay ... but why? What'’s the point of this? We'll see that in a moment. But first we have to introduce the
“Deployment Manager,” which is a special purpose server that runs the Administrative application.
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First -- The Administrative Application ﬁ

s%re\{@arspecial purpose server called the “Deployment Manager” that runs
the Administrative Console:

CPFAR CFAR
"""""""""" Key Points:
[7 DMGR |
N‘l . /Z » rcceas?a?;d here * DMGR structure like application
.I v E : ;;rver --one CR and one or more
1 H S.
-------------------- * Only the Administrative Console
AppServer AppServer is allowed to run in this special
—I —I purpose server.
» The Administrative Console is
really just a very smart web app
— —_—
AppServer AppServer that knows how to translate your
—I —I configuration mouse clicks into
I I updates to XML configuration
— docs.
8 8 * Properly configured, the DMGR
— — can be started on other LPARs
AppS AppS
i i * Only one DMGR is allowed per
«Cell” (which we’ll describe
soon)

Something is misSIHBRE,

nts ...

As mentioned, the Deployment Manager is a special-purpose application server designed to run only one
application ... the IBM-supplied administrative application. The DMGR server looks just like any other application
server with a CR/SR structure.

The Administrative Application, or “Console,” is really just a very smart web application that knows how to translate
your mouse clicks and keypad entry into modifications to the configuration structure, maintained in XML files. You
could hand-modify the XML, but what a mess that would be. First, it would take a lot of knowledge of what XML to
update and how, and secondly it would mean a typo could keep things from working right. So rather than force
you to do that, the Administrative Console does all that updating-of-XML for you. You see a pretty GUI.

The DMGR is capable of being started on another LPAR if you configure things properly. (How that’s done is
beyond the scope of this presentation, but it involves the use of Sysplex Distributor.) This provides a way to
maintain the configuration capabilities of the Administrative Console during periods of planned (or, let's hope note,
but it's a possibility -- unplanned) outages of the LPAR.

Note: this is a good time to point out that the DMGR is not required for the steady-state operation of the other
servers in the configuration, including your applications. The DMGR can be down and your applications, running
in application servers, can happily continue on.

You can’'t have more than one DMGR per administrative “domain,” or “cell.” This is a definitional restriction of
WebSphere -- one DMGR per cell. But again, it's restartable on another LPAR and it’s not strictly a critical piece
of the application serving role of WebSphere. Just configuration updates.

But there’s a piece missing between the DMGR and the other servers. How does the DMGR get configuration
changes out to the nodes? That’s explained next.



Node Agents -- Act on Behalf of DMGR ||;|:r1
the Node

Node Agents are single-CR structures that update the node’s configuration on behalf of
the DMGR, which sends updates to the Node Agent:

I CPFAR CFAR
By 13 . o Key Points:
=3 \A\» \ |“Master Configuration”
u * WebSphere is a distributed
- architecture -- this allows the
H H configuration to be on separate
: : machines and still work.
A 4 A 4
Node Agent (Ap Node Agent prpServer * This design frees the DMGR from
—I requiring write access to each
.I - node’s configuration file system.
H H * Node Agents are just that --
E:jg AppS E:ﬁ AppServer agents that work on behalf of the
A\ Jereened PN [ereeesd DMGR to make the changes in
= H I = H I the node.
Configuration files Configuration files \—— . .
5 > « Act of copying down changes is
for this node 0 for this node O called “synchronization”
AppServer 3\ (AppSeNer * Trivia - DMGB mair)tains master
copy of configuration, changes
made there first, then copied out
to the nodes.
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The next piece of this puzzle is the “Node Agent.” They’re shown in the picture as yellow curved boxes. But wait
.. they only have a CR, but no SR. Is that a mistake? No ... Node Agents are pure “plumbing” fixtures -- they
only need a CR.

But what do they do? As the name implies, they serve as an “agent” for the node. In particular, they are what
receives configuration updates made in the DMGR and apply those changes to the node configuration file system.
This is done across the TCP network and involves the exchange of updates files from the DMGR down to the
Node Agent. This is known as “synchronization.”

Could the DMGR do that update without the Node Agent? Well ... only if the DMGR had write access to the
configuration file system of each node ... but the designers of WebSphere did not want to restrict the construction
of the configuration where everything had write access to other things. It's a distributed architecture, which means
the file systems don’t need to be directly accessible.

Note: yes, cross-Sysplex shared HFS or ZFS is possible. But the design is still distributed, and that's why Node
Agents exist. Plus, cross-Sysplex write is not a good performer, so the Node Agent structure is still better.

The process goes like this:

* You make changes to the configuration through the Administrative Console, which runs on the DMGR. The
DMGR updates its “master configuration” -- which is maintains for the whole “cell” (which we’ve not yet
explained, but think of it as everything managed by the DMGR).

* The DMGR then taps the Node Agent on the shoulder -- “Hey! You have updates.” The updates are copied
down to the Node Agent in the act of “synchronization.” If the Node Agent is not up, the DMGR simply holds
the changes and waits for the Node Agent to come up.

* The Node Agent then applies the changes to the configuration file system for the node.

Like the DMGR, the Node Agent is not required for the steady state operation of the servers. It's a configuration
update thing.
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Now We Can Introduce Concept of the '1

“eell
% | is really nothing more than the extent of administrative control a
DMGR has. In this example it controls two nodes on two LPARs ... that's the cell.

My XML tells me I A logical construct ... not a started
manage two nodes. task

Therefore, that is the Is important because it is often used
extent of my "eell" as the means of isolating at the

security and purpose level -- test,
QA, production

The cell is automatically created and
automatically expanded as more
nodes are built and added to it.

O Multiple cells allowed ... per LPAR
and per Sysplex

Q Cells can span to non-z/0OS
platforms. That introduces a bit of

complexity, but it is pogﬂ%a "

AppServer
(=]
.
.

AppServer AppServer

e ——
1
£
€
H
H
g

The “cell” is another logical thing ... it is the extent of knowledge and management control exercised by a DMGR.
The DGMR has configuration knowledge of all the nodes and servers assigned to it, and that comprises the cell.

Think of the cell as the boundary of administration. It is the best line of separation for the purposes of
adminstrative isolation. So, for example, if you wanted to isolate “test” from “production” you may think about
separating on the cell level. That would mean each cell would have its own DMGR, which you can then lock down
with security access policies so testers couldn’t touch the production cell, and vice-versa.
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Wrap-Up: Daemon Address Spaces

Daemons are not really "servers" -- no JVM, just an address space. They serve two
main roles in a WAS z/OS ND Cell environment.

L a——— L : Owns above the line shared storage
" Daemon DMGR ‘Daemon T T — s . .
aces, not oo Above the bar Part of "Local Comm
’ [Wrﬂ e jwwrs R S ewr=arem function. We'll see
P more in zDiff section.

space, maintains control
blocks, and provides
) some common services.

peemon | Daemon owns the
—_—i—=—

= )ED)||E)ER
55

O __
AppServer { AppServer

8o

Awsawev
e s nl
Buffers. storw-
AwServs‘

v | S '—{ [=](=])

Hosts "Location Service" for cell

Bootstrap
1IOP Any
Client Location Service Host | Server
and Port

| Where is object?
Daemon

Object location

teecsssssscssscsccaas

One Daemon per
{ cell =
! per z/OS image

This is the rule of
thumb to remember

The Daemon server is something unique to WebSphere z/OS. It consists of a single controller region. It has no
JVM and no Java code at all. It's not really a "server" like other WAS servers ... it's really more just an address
space. It's not associated with nodes, it's really more a cell-level thing. But those are nuances you can, for now,
overlook.

I's purpose in life is two-fold:

* It's what owns shared space above that line that's used for "local comm" -- cross memory data buffer
exchanges for inter-server IOP communications in a cell on the same LPAR. This becomes important
because the WOLA function (we'll cover this in the zDiff section) is based on this. That ownership of the
shared space is the reason why when a Daemon is stopped all the servers for that cell on that LPAR also
stop. Lose the Daemon's shared space control and you lose the local comm.

* It provides the location name service so external clients seeking objects within the WebSphere cell can locate
and bind. This is for RMI/IIOP requests coming in from EJB clients outside the WebSphere cell. (Note, a cell
comprised of zZ/OS and distributed boxes -- which is possible -- is still one cell, and in that case an EJB client is
operating within the cell. What we’re referring to here with the Daemons is the case where you have a server
box, unrelated to this cell, with an EJB client looking to connect and bind to an EJB in this cell. Then the
location name service hosted in the Daemon servers take over.

Daemons are created at the time the node is created. There are some complex subtleties we’ll explore later, but
in general their creation is done when you run the jobs to create the cell. And while they can be started manually,
in general they are started by WebSphere when the first server for the cell on that zZOS image starts.

The key here really is the yellow box “rule of thumb.” Remember that and you'll be fine for this workshop.
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Installation and Configuration

* SMPE...
* PSP Bucket WASAS800
* SMPE is used to install:
The Installation Manager Install Kit
The WebSphere on z/OS V8 repository.
* Installation Manager.
* Install kit is used to build the Install Manager

* Install Manager is used to create the WebSphere on z/OS
V8 binaries.

* A Planning Document.
* Planning Spreadsheet _
 SHARE n Al
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Before you start it is important to pull the appropriate PSP bucket for your level of WebSphere,
and of course, to comply with all of the recommendations that it contains.

The general flow is that a new component on z/OS, the Install Manager is used to create the
WebSphere binaries. This starts out by the installation (either SMPE install or download of a zip
file and expansion into a file system) of the Installation Manager Install Kit. The Install Kit is then
used to create an Install Manager. The Install Manager is then used to create the WAS on z/OS
binaries, using a WAS on z/OS repository that is initially installed using SMPE.

Once that much is complete, you may proceed with configuration. Configuration is unchanged
from the previous release. The general flow of the construction of an ND (Network Deployment)
Cell of WebSphere on z/OS is to build the Deployment Manager cell and server, build an Empty
Managed Node or nodes, then add servers, clusters, etc., as necessary.

A good planning document is extremely important. An excellent worksheet may be obtained from
the following link:

http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4686

The sample used here is filled out for a cell which will be referred to as the S8 cell.

The zPMT, is now part of the WebSphere Configuration Toolkit (WCT), is used to build the JCL
and data files necessary to create the configuration.
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Installation and Configuration

* The zPMT (WCT). (Profile Management Tool,
(WebSphere Customization Toolkit)).

* Runs on the workstation.
* Must be installed by Installation Manager on the workstation.

* Once installed will be used (with the planning spreadsheet)
to create...
A deployment manager node (within a cell).
Any number of Empty managed nodes.
* Where to get this tool, and how to install it will be covered
in later foils.

* Servers, server clusters, and any other artifacts can then

be created using either the adminconsole, or: sevipting:
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The zPMT (WCT) which runs on the workstation must be installed by the Installation
Manager on the workstation (which you may also need to install).

Once the WCT has been installed, it will be used (in conjunction with the planning
spreadsheet) to create:

1. A Deployment Manager (includes the dmgr server, dmgr node, and the cell).
2. Any number of Empty Managed Nodes.

Servers, server clusters, and any other artifacts can then be created using either the
adminconsole or scripting.
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Get Ready...

* Size of the /tmp filesystem.
¢ 2 gigabytes seems reasonable.

* IEFUSI Considerations.
* Many of the jobs and tasks need large region sizes.
* What does the IEFUSI Do for REGION=0 requests?
* Does it take OMVS processes into account?

* Paging Space. (AUX storage shortages are not pretty)
* WAS address spaces are not small (figure approximately
500 Megabytes per...).

* Minimal ND cell has six address spaces. Do the.math...
: SHARE inAtl
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Some things to think about before you start doing anything with WebSphere on z/OS, or
for that matter the Installation Manager, are:

1. Check and correct if necessary the size of the /tmp filesystem. The default is about 4
megabytes and is way too small. I'd suggest that about two gigabytes is a reasonable
starting point.

2.1f you have an IEFUSI exit active (other than the default one delivered with z/OS), you'l
need to make sure that it accounts for your need for large region sizes. Also it should
take OMVS processes into account by effectively ignoring them.

3.You may need to alter the amount of paging space available. Even if you are not
paging, there needs to be enough auxiliary storage available to support the region sizes
you are requesting. The WAS address spaces are large, roughly half a gigabyte per
address space. A minimal ND cell has six address spaces, so that means an additional
3390-3 worth of paging space. You DO NOT want to run out!
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Get Ready...
* File system (zFS setup) stuff...
A suggested setup.
/wasv8config (Zfs - approximately 20 to 30 cylinders with secondary
E 8 extents mounted R/W at the sysplex root)
/wasv8config/xxcell (mounted R/W)
L---@ zfs - approximately 50 cylinders, no secondary extents.

/wasv8config/xxcell/xxdmnode (mounted R/W)

i____@ zfs - approximately 500 cylinders, 100 cylinder secondary
extents.

/wasv8config/xxcell/xxnoden (mounted R/W)

zfs - approximately 500 cylinders, 100 "Jﬁ secondary
extents. Si ﬁé
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One of the first things that should be considered when creating a new WebSphere
on z/OS configuration is the underlying file system(s).

The first file system to consider is what we'll refer to as the WebSphere root. This is
basically a filesystem to hold other mountpoints so as to keep us out of the root,
always a good thing. A good starting point is to make this file system 20 to 30
cylinders with secondary extents allowed and mount it read/write, usually in the
sysplex root.

Next up is what I'll refer to as the “cell” root. There should be one of these for each
cell, and it should be about 50 cylinders with no secondary extents, mounted
read/write. The configuration file systems are mounted within this filesystem, as
well as all of the userid “home” directories for the cell. An advantage to this is that,
by default, some java dumps end up defaulting their location to the userid's home
directory. Having them within this filesystem with no secondary extents should allow
you to capture a couple of them without filling up a lot of space, and hopefully
correcting the problem.

Last are the actual node configuration file systems.
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Get Ready...

* OMVS options.
* Use MVS Command “D OMVS,0O” to list...

MAXPROCSYS = 1000
MAXPROCUSER =500
MAXFILEPROC = 10000
MAXUIDS = 200
MAXCPUTIME = 10000
MAXASSIZE = 2147483647
MAXTHREADS = 500
MAXTHREADTASKS = 500

. SHARE

Make sure that your OMVS options in
BPXPRMxx are realistic for actually
using USS for something other than
TCPIP. The above values are basically
minimums.

Of particular importance, is the value for
MAXASSIZE with is basically set to 2
gigabytes minus 1. This essentially
removes memory restrictions on OMVS
processes, assuming you aren't doing
something else with an exit (IEFUSI).
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Get Ready...

* Consider turning off SMF Type 92 Records.

* No particularly useful info in the record and they are written
for every type of filesystem and socket activity.

* Create a SAF FACILITY class Profile.

* BPX.SAFFASTPATH

Greatly reduces the number of calls to SAF for file, directory,
and IPC access checking that UNIX can already determine (from
mode bits and ownership fields) will be successful.

" SHARE in Al
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SMF type 92 records are basically written for any and all file system
activity, as well as socket activity. If you have them turned on they may
quickly become the prevalent type of record in your SMF files.

There is very seldom a need for the information they provide, so to save
yourself the performance hit of collecting them and throwing them away
(or storing them and never looking at them), just turn them off.

The BPX.SAFFASTPATH is very similar to the SMF 92 record hint.
Instead of the type 92 record, this can cause an excess of RACF audit
records.

All you have to do to implement this is to define the RACF profile:

RDEFI NE FACI LI TY BPX. SAFFASTPATH UACC(NONE) OWNER( SYS1)

and either IPL, restart OMVS, or cause it to refresh its self by issuing
the following command:

SET OWS=( XX)

where xx represents an empty BPXPRMxx member.

NS
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Some Setup stuff...

* Install the WebSphere Customization Toolbox on the workstation.

* Search on “WCT” in the WAS V8 Infocenter for instructions.
Download the Installation Manager for the workstation.
Unzip and install the Installation Manager GUI.
Start IM.
Go to file >> preferences >> repositories and click “add repository”.
* Add the url that you get from the infocenter.
* Click Apply...click ok. Exit the installaltion manager.
Start the installation manager.
* Click on “Install”. Follow prompts.
* Select “WebSphere Customization Toolbox".
* Follow prompts....click Next a lot.

If you do this correctly, you should be able to shut down the Installation Manager
and start the WCT.

. SHARE

As we indicated earlier, the first thing
you need to begin configuring
WebSphere is to install the WCT on the
workstation.

Before you can install the WCT, you
need to have the Installation Manager
Installed on your workstation at an
appropriate level. Once it is installed,
unless you do something to prevent it, it
will update itself to the most current level
whenever it starts.

To install the Installation Manager, you
have to download it (it is a zip file).

Tho vl at tho fimaoa thhie wiae wirittan 10
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Some Setup stuff...

* Install Installation Manager Install Kit on z/OS.
 Direct download of Install Kit from IBM.
Extract into /usr/lpp/InstallationManager/V1R4

Run the ./set-ext-attr.sh from the above directory to set the extended attributes
properly.

* Shipped in SMPE installable format with products that require its use.
Follow the instructions in the Program Directory.
e Create an Install Manager from the Install Kit.
* Follow directions in the InfoCenter.
or...
* Follow the instructions in the Program Directory.
* Techdoc White Paper:

* A Cookbook for the use of Installation Manager on z/OS with WebSphere on z/OS.
* http://www-03.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/WP102014

. SHARE

You will also nee to install the
Installation Manager on z/OS. The first
step in this process is to install the
Installation Manager Install Kit.

The Install Kit may be either:

* Download the install kit (zip) directly
from IBM.

* Extract the zip into (usually)
/usr/lpp/InstallationManager/V1R4

* Run the provided ./sset-ext-attr.sh

script to properly set the extended
attributes.

Or
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And Now, WebSphere...

* WebSphere V8 for z/OS is shipped as a local IM
repository in SMPE format with associated products
(WAS V8 DMZ secure proxy server, Web Server plugins
for WAS V8, and IBM HTTP Server V8).

* JCL to do almost everything is contained in the .F1
relfile and should be copied to an installation specific
dataset and modified.

¢ Installation choice as to whether to use a separate
SMPE zone or an existing one.

* The program directory has very good directions and the
defaults that it suggests are good.

' SHARE n At
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To actually install the WebSphere binaries, you start with a local IM repository that
is installed with SMPE. It includes the WAS V8 for z/OS base code, the WAS V8
for z/OS DMZ Secure Proxy Server, the Web Server plugins for WAS V8 for z/OS,
and the IBM HTTP Server V8 (apache based).

The JCL needed to use Install Manager to create all of the appropriate file systems
and load them is included in the .F1 relfile and should be copied to your own
dataset and modified to fit your installation standards. Basically the only thing you
should have to modify is the jobcard and the names for filesystems, mountpoints,
etc. The sizes for the artifacts are correct.

You have the choice of using an existing SMPE zone, or creating a new one for this
repository. Up to you...

The program directory has very good directions and the defaults it suggests are
reasonable.

NS
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WebSphere V8 on z/OS

¢ At this point the IM repository for WebSphere V8 on z/OS is installed and you can move
on the actual installation of the delivered code into their respective file systems.

* These are the jobs.

* BBO1CFS Create and mount the File System for WAS V8.

* BBO1INST Install the code.

* BBO2CFS Create and mount the File System for Secure Proxy Server.
* BBO2INST Install the code.

* BBO3CFS Create and mount the File System for WAS V8 Plugins.

* BBO3INST Install the code.

* BBO4CFS Create and mount the File System for IBM HTTP Server V8.
* BBOA4INST Install the code.

* Change the mount attribute on the four recently created file systems to read only.
* chmount -r /ust/lpp/.....
*  We're DONE! (With the code installation).

¢ At this point the code is installed and you can move on to configuration, which looks the

same as it did in V7. I
{ SHARE in Atlant
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Once the repository is installed (SMPE work completed), you can then use the
Install Manager that you created previously to actually install the code into the
appropriate file systems. There is a pair of jobs for each of the components in the
repository.

Of course, while you are creating these, the file system must be mounted read/write,
S0 once you are done, you should change the mount attribute to read only, as the
example command shows.

At that point you are ready to move on to configuration, which is basically
unchanged from the previous release.

NS
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Configuration
* Configuration is the same as it was for V7 (and V6.1 if
you used the WCT).

¢ Fill out the spreadsheet and create the needed response
files.

* Use the WCT to create the configuration jobs.
* Use the WCT to upload the jobs.
* Run the jobs.

« Start with a naming convention. (The spreadsheet uses
a good one, and enforces it).

{ SHARE in Atlant
T T R R R
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The sequence of events is:
1. Fill out the spreadsheet.
2. Use the spreadsheet to create the necessary response files.

3. Use the WCT (PMT) to create the configuration jobs using the response files
as input.

4. Use the WCT to upload the jobs to z/OS.
5. Run the jobs.

It is imperative to start with a good naming convention which the spreadsheet uses
and enforces. This is a STRONG recommendation, but unfortunately not a
requirement.

NS
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WAS z/0OS Short Names suame

Short names are part of WAS z/OS because of key length limitations imposed by the
0S8, and also as a way to associate WAS resources with lower-level z/OS resources:
z/0S has an 8 character limit for many things. WLM is
going to take the last to append an "S" for servant
That leaves 7 characters to work with
How will you allocate that? The spreadsheet does this:

1 2 3 4 5 6 7 8 Must
reserve the
M| Y|l S| R|l Of 1| A sth for
! WLM
y ST T e T N N
Cell Server System Reserved
Identifier Identifier Identifier for WLM

Starting every short name in a cell

with the same characters is key ... Va riations EXiSt to
it insures uniqueness between cells .
and allows you to quickly see accommodate speC|f|c

everything related to a given cell requirements SHARE |
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Short names are used only by WAS z/OS. They came about because z/OS has key length limitations that need to
be taken into account. In general the magic number is 8 ... many names and values associated with z/OS are
limited to 8 characters. These include the JCL start procedure names, most SAF values, and the zZOS JOBNAME
used for the started task.

We have determined the best place to start the planning process for short names is the controller JOBNAME
value.

The key to this is understanding that WLM starts the servant region. And by doing so, it provides a JOBNAME for
the servant. What it does is add an "S" to the controller JOBNAME. Therefore, the JOBNAME for the controller
should be limited to 7 characters so WLM has the space to add the S for the servant.

Further, we have found that it's best to start all controller JOBNAMES with the same characters. What those
characters are isn't so important, other than they adhere to z/OS standards such as starting alpha and staying
within alpha, number and national characters.

The rest of the controller JOBNAME is allocated to some sort of identifier of the server in question. Again, the
specific characters doesn't really matter, provided they're meaningful to you and there's some consistency
between servers.

The last thing is an LPAR identifier. That occupies character 7.
You could plan this out by hand. Or you could use the planning spreadsheet. That's what we'll cover next.
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The Planning Spreadsheet .

The spreadsheet is simply a tool that helps create a consistent set of values for a multi-
node cell based on a few key input variables you supply:

——=¢ Key Values entered:

s System name

* Host name

* Root characters for the various names

« Starting number for TCP port allocations

« Starting numbers for UID and GID allocations

* efc.
PMT input PMT input name/value PMT input name/value
name/value pairs for pairs for Appserver pairs for Empty node

DMGR node node

Spreadsheet sistency
This provide -
- SHARE
- R

The "Planning Spreadsheet" is simply a spreadsheet (both Excel and OpenOffice) that takes a few key variables
from you on one worksheet and generates a consistent set of values for various PMT node options on other
sheets.

The produced output is a set of name/value pairs that serves as input to the PMT. It's simply a matter of copying
the values from the spreadsheet and paste them into a text file. From there you import it into the PMT. The PMT
then has all the values it requires to build the node.

Again, the key is that this produces a set of consistent values across nodes for a cell. There's no magic to it. It's
simply programming within the spreadsheet that enforces the consistency.

This is what we call a "top down" design. By that we mean a design that takes into account the end objective of
the cell design, and keeps consistent those things that require it.



The Spreadsheet

[ s8cell.ods - OpenOffice.org Calc
Ele St Vew Insert Fomst ook Data Window tep

EN ERIEErTE LYY Nk HP2EEQ @~ M §
i@ [anel > s v B7 U = xaam Jo% i Mlezes  O-2-A-
112 o A E =

Y 5

Installation
variables

Enter One Letter Node (LPAR) Qualifier for System (2)

Enter One Letter Node (LPAR) Qualifier for Job Manager ==

Enter Two Character Cell Prefix ==>]

Enter Save Ct ization Dataset HLQ for System (1) ==
Enter Save Customization Dataset HLQ for System (2) ==

Enter PROCLIB Dataset Name for System (1) ==
Enter PROCLIB Dataset Name for System (2)

Variables related to
Enter Configuration HF: s
Enter Ce tion HE:

Enter C. CONFIG.ZFS

Enter C: ion HES High Level
Separate C: HE!

&sa&Hzxulmu‘uzamslzsm:n‘n:swnunm‘Aul

< SHARE inAtlanta
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This is the variables tab of the
spreadsheet that was used for the cell in
this presentation.
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The Spreadsheet

50075 50095]
50076 50096

Cell/Node Discovery| 50017 50037
DataPower appliance manager secure inbound
50039

CSIV2_SSL_MUTUALAUTH_LISTENER ADDRESS)
CSIV2 SSL_SERVERAUTH LISTENER ADDRESS|
153 DRS_CLIENT_ADDRESS)
154 NODE_IPV6 MULTICAST DISCOVERY ADDRESS|
155 SAS_SSL_SERVERAUTH_LISTENER_ADDRESS)

AAAAAAAAA

AAAAAAAAA
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And these are the “tabs” which allow you
to select the various response files.
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The Spreadsheet — response files

A
A
WebSphere Confi tion Excel Workbook
‘WebSphere Configuration Excel Workbook & e “omgmeton
Generated ile to confi s
Generated responseFile to configure: enerated responseFile to configure
Empty Managed Node - SSNODEC
Deployment Manager - SSDMGR In Cell - SBCELL

In Cell - SSCELL

To be imported into the z Profile Management Tool that is part of

To be imported into the z Profile Management Tool that is part of Application Server Toolkit (AST).

Application Server Toolkit (AST).
1. Copy contents of this column by clicking on the column ‘A’ header above,
1. Copy contents of this column by clicking on the column ‘A" header above, then press CTRL-C to copy to clipboard.

then press CTRL-C to copy to clipboard.

2. Open a new file with notepadiword this in (CTRLV).

2. Open a new file with notepadiwordpad and paste this in (CTRLV).

3. Save the newly created file af’ S8EMPTYC.responseFile

S d S o S SR M SR S S 3 9 S 3k 3 SeTE

3. Save the newly created file as f SSDMGR.responseFile
# 4. Load into z Profile Management To8
4. Load into z Profile Management To8 #
#
| create
create ' cellName=sBemptyc
adminPassword= hostName=wsc3 washington.ibm.com
adminUserName= keyStorePassword=
cellName=sBcell nodeName=s8nodec
hostName=wsc3 washington ibm.com personalCertDN=cn=wsc3 washington ibm com\\,ou=S8CELL\\ ou=S8NODECH, 0=IBM\\.c=US
keyStorePassword= personalCertValidityPeriod=1
nodeName=sdmnode profileName=default
personalCertDN=cn=wsc3 washington ibm com\),0u=S8CELL Y ou=SEDMNODEW, o=IBM\. c=US profilePath=<root>\profiles\SSEMPTYC
personalCertValidityPeriod=1 signingCertDN=cn=wsc3 washington ibm com\,ou=Root Certificate\\,ou=S8CELLY, 0u=S8NODEC
profleName=default signingCertValidityPeriod=20
profilsPath=<root>\profiles\ SADMGR target0S=0s390

seneriame=dmar | ol d

3% 3 3 3 oW W W W I I I I I I I W W W

31

Looking at two of the tabs, we can see
the deployment manager response file
on the left, and the first empty managed
node response file on the right.
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The WCT - location

5 WebSphere Customizat bo Lo .

ey e Click Add, then...
§ @) Profe Managenent Too @) Wiekame

@ customizeton Lacations =0
Name Verson Locaton b

@ Profile Management Tool 8.0 =<
Add Customi

Enveonment

i ot (%) Creat
Locations | D:\WAS V8 WCT Workspaces sicel
Fill in .the pqxes... Cre ]
click finish

Once we've started the WCT, the first
thing we'll need to do is add a location.
A location is just what it sounds like. A
named area on workstation disk that is
used to store all of the elements of a
configuration.

To create a new one, you click on Add,
then fill in the blanks on the next panel.

Name for the location in this case is the
cell name, you select the version in the
drop down box, and then indicate where
on disk you want the location to reside.

If you are adding an existing location,

vini winilAd eimnhvi rAawien tA tha AArrant




3. Select the }- ==
Management

1. Select
your location.

Select the specific typgfof egyffronment
Environmen ts:

= WebSphere Apfijghition Server for z/0S
Cell (deplgffrent manager and an applicati )
od
8[| T

Managed (custom) node
Federate an application server

Name | veson Lot 0 =/ WebSphere DMZ Secure Proxy Server for /0S
sacel 80 \WAS V8 WCT Workspaces\sscel
Soure prox
4. Select
Deployment
Selfct the M anragefu ated within this management profile
) ) ® ve agen
- - it i provides management capabilty for multip
ist withi ame installation on one machine.

(® Deployment manager

A manager provides capability for multipl
platforms. The nodes that are managed by a deployment manager

2. Click on that deployment manager.
Create

O Job manager

A job manager provides management capability for multiple stand-
can manage nodes that span multiple systems and platforms. The 1
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Once you have a location, you can start

to create configurations.
In this case we are going to create a

deployment manager, so you first make

sure you have the correct location
highlighted, then click on Create, then
select the management suite, then

select deployment manager on the next

panel.
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Customization Definition ia
aaaaaaaaaa - deployment manager 3 S
Specify the name that wil dentfy tis customization definon.

8 |7
a
b
T\ (B1[F([E
&8s
Bo&| (g
u]

. SHARE

On the next panel you'll be given the
opportunity to “name” your configuration.
This isn't anything that will “carry
through” but is how this configuration is
named within the WCT. It is on this
panel that you are allowed to point at a
pre-existing response file. In our case,
we'll point at the one we save for the
deployment manager out of the
spreadsheet.

Now If you accept what the spreadsheet
has done on your behalf, you'll simply

click next a lot until you get to the end. If
vou aren't using the spreadsheet, or feel
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The WCT — upload jobs

jload Custonization Defiiton using FTP

Next you will select the option to
Process the configuration and
essentially be guided through uploading
the jobs that are the result of the the
create process to the z/OS system
where the configuration will reside.



Run the jobs

Menu Functions

EDIT
Command >

Mame

BBOCLCINS
BBODBRAK
BBODCFS
BBODHFSA
BEODPROC
BEBOIPCSP
BBOPDCR
BBOPDMMZ
BBOPDSR
BBOSBRAK
BBOSBRAM
BBOSCHED
BEBOTCPID
BBOWAPLD
BBOWISCD
BBOWWPFD
XX0ODCFS
XXODHFSA
XX0DPROC
XX0OWWPFD
HKkEnd#*x
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Confirm Utilities Help
MJLOODS . S8CELL . SBDMNODE . CNTL
Prompt Size Created
2e1e-11/16
2010-11/16

2010/11/16
2010/11/16

2e10/11/16

2010/11/16

SHARE

Row Q00001 of 00020

Scroll PAGE

Changed 1D

2011,07/15
2011,07/15
2011,07/15
2011-/07/15

2011/07/15

2011/07/15

MJLOOS
MJLOOS
MJLOOS
MJLOOS

MJLOOS

MJLOOS

SHARE

This is a member list view of the CNTL
dataset which was uploaded for the
deployment manager build process, with
the members containing the jobs needed
to build the configuration highlighted.



SSSSS

Run the jobs

 Start with the security jobs.
* Either run the standard BBOSBRAK and BBODBRAK, or
* Run a custom job. See techdocs WP101427.
* Run one at a time, in order:
* BBOSBRAM
* BBODCFS
* BBODHFSA
* BBOWWPFED
* BBODPROC
¢ Start the Deployment Manager

. SHARE

To actually build the configuration, you
will run the jobs, one at a time, in the
order the instructions (from either the
WCT or the BBOxxXINS member of the
CNTL dataset) specify.

First you'll be running either the
BBOSBRAK and BBODBRAK jobs to
define all of the necessary SAF profiles
for the configuration.

Alternatively, you have the option of
running a custom job. Thereis a
techdoc that describes in detail an

alternative that builds a set of generic
nrofileq that will cover the entire cell
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Run the jobs

* Repeat the procedure for any empty managed nodes.
* Use the WCT with the response file from the spreadsheet.
* Generate and upload the jobs.
* Run the jobs.
 Start the nodeagent for each managed node.
* You now have the shell of a cell.
* Add servers, resources, clusters, etc.

. SHARE

Once the deployment manager is up and
running (you must leave it running to
complete the federation jobs in the
empty managed node configuration
jobs), you can repeat the process for
each of the managed nodes that you
have decided you need.

After each set of jobs for the empty
managed nodes are completed, if you
didn't allow it to happen automatically,
you'll need to start the nodeagent for the
node.

At this point, you have a cell with a
Aenlovment mananer nonde and server



Creating an additional Managed
Node

* For this section of the PMT (Empty Managed Node):
* Load the correct “response file”.
* Step through the panels.
Make any changes that seem necessary.
* Create the jobs.

* Upload the jobs.

. SHARE in Atlanta
T ——_—_— R R R N
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Using “Simplified RACF definitions...

* Two Jobs in the .CNTL datasets run a REXX Exec in
the .DATA datasets.

* BBOSBRAK = BBOSBRAC
* BBOMBRAK = BBOMBRAC
* The two REXX execs may be modified or replaced.

* We used a set of modifications when this cell was originally
created, illustrated here.
BBOMBRAK = DORAC700

* Some documentation on the modifications...

* Using Generic RACF Profiles with WebSphere on z/OS V7

*  http://iwww-03.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/WP101427
B SHARE in Atlanta
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Creating an additional Managed

Node

* Read the instructions.

Generated Instructions.

41

'@ WebSphere Customization Toolbox 8.0

File Window Help
51 @ Profie Menagement Too! |&E Wekome
© custonizstion Locstions |
eme version Locstion
8.0 D:\WAS V8 WCT W
]

7.0

jorkspaces'sacell
DI\WAS V8 WCT Workspaces'zscell

@ customzstion Oefinitons | @) v |@c

ton Instructions £2 | @) ResporseFile|  — O

el

)

WebSphere Application Server for z/0S customization
instructions:

Managed application server node SSNODED

Deployment manager wsc3.washington.ibm.com, port 50002
Tailored on 2011/07/21 at 09:46 by mikeloos
WCT version 8.0.0.0 build g1116.07

The Profile Management Tool has created a response file based on the
information you provided. These instructions tell you how to convert this

response file into a set of customization jobs and how to run the jobs to
& e x P A

=
@
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Creating an additional Managed
Node

* Running the generated JOBs.
* BBOMCFS
* BBOMHFSA
* BBOWWPFM
* BBOMPROC Note the lack of any security
related jobs...
* BBOWMNAN
 Start the nodeagent.

slllARE in Atlanta
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We used the generic RACF definitions described in the white paper and
everything was defined when the cell was first created so nothing needs to be
done at this time.



Creating a new server

* Create a new server...

‘ View: | All tasks | Cell=sBcell, P
Welcome

There are several senver types.
We're interested in the plain
old ordinary
WebSphere Application Server

=
er
@ues

e server|
wer

ate new server instance

Choose a server type:
Websphers application sarver (]|

. SHARE in Atlanta

43

To create a new server.

Click on Servers >> New Server, select the server type (the default of
WebSphere Application Server is what we want for this exercise), and click on
Next.



Creating a new server

Create a new application server

Use this page to create a new application server,

-3 Step 1: Selecta Select a node

Select the node that corresponds to the server you wish to create,

Select node

(| s8nodec (np 8.0.0.0) [¥]])

Step 3: Specify
sarver specific 4 Server name

properties

A
ol

Step 4: Confirm new
server

! SHARE in Atlanta
Taae® 2012
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Select the proper node from the dropdown box (we only have one at this point so
it is an easy decision) and specify the new server name. Then click on Next.



Creating a new server

Use this page to creste a new application server.

Select a server template

ElE

Select| Name Type Description

(@) |defsultzOs  |System | The WebSphere Default Server Templats for /05

@Generate Unique Ports
Fervsrope

Previous | Next | Cancel ?.“AEE‘"AHMH
[ | bosoiia.......]
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Select a template (the only one available at this point is the default template).
Click Next.

Uncheck the “Generate Unique Ports” box, specify the Server Short names
(Specific and Generic), and if you don’t want to run in 64 bit mode (which is the
V7 default) uncheck the box. We’'ll leave it checked. Click Next.



i}

Creating a new server

-ate a new application serve

Use this page to create a new application server.

Step 1: Selecta Confirm new server

node

- - The folloving is @ summary of your selections. Click the Finish button to complete the spplication server

Step - u?‘e‘dta creation. If there are settings you vish to change, click on the Previous buttan to raview server settings.
r template

Summary of actions:
New application server "s8sr02c" will be
operties
Lt created on node "s8nodec”, in @ new
Step 4: Confirm new Serverprocess.

server A

[} Ensure that the node "sBnodec’ has enough memory to support several processes. If it does not

have encugh memory, performance will be poor.

i

| Delete || Templates... | Restart | Immediat=Stop | Terminate |

Selm‘ Name 2 |Mnde 2 ‘Hnst Name & |\.'ersrnn 2 |

You can administer the folloving resources:

D s8srlic sBnodec wsc3.vashington.ibm.com | ND £.0.0.0
D s8sr02c s8nodec wsc3.washington.ibm.com | ND 8.0.0.0
— IA_I‘FE in Atlanta
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You will next be presented with a confirmation panel. Click on Finish.

Then click on your new server.



Creating a new server

Newr... Delete
c i

e Select | Port flame 3 Host £ Port £
You can administer the following resources:

M:Spenﬁas the TCP/IP ports this server uses for connections. | [ |ecoTsTReP ADDRESE a2 vashington.ibm.com e

Communica tions Enabled Applications (CEA’

D DCS UNICAST ADDRESS = 38353
[] |1PC _CONMECTOR ADDRESS localhost 9633
[] |9BB LISTENER ADDRESS = 2809
D ORE SSL LISTENER ADDRESS * 50004
D SI1B ENDPOINT ADDRESS = 7278
[] |SIE ENDRPOINT SECURE ADDRESS = 7286
D SI1E MQ EWDPOINT ADDRESS = 5558
D SIE MO EWDPOINT SECURE ADDRESS|* 5578
D SIP DEFAULTHOST = 5060
[J |SIR DEFAULTHOST SECURE = 5061
D SOAP CONMECTOR ADDRESS i ibi m B8as0
D WC adminhest * 9060
D WC sdminhost secure = 5043
[ |WC defaulthost = 3080
D WC defaulthost secure * 9443
Total 16
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On the next screen, locate the section for Ports and click on Ports.

You will be presented with a screen listing all of the ports for the server. You now
need to set each port to the proper number based on your numbering scheme.

You may also have to add some additional host alias entries to the default virtual
host for the http ports.

You may then click on Save, and synchronize and your new server is ready to
start.
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Creating a new server

* As an alternative to setting the ports manually...
* A script!

updNewServerv8.py

{ SHARE in Atianta
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As an alternative to setting the ports manually, you may wish to create and run a
script to set them all manually after the server had been saved and the
configuration synchronized. The script shown uses the WSC Naming

convention, but could easily be adapted to other naming and numbering
conventions...

As an added benefit, it adds the necessary virtual host host alias entries as well.
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Creating a new server

* And if you really want to avoid the adminconsole...

createNewServerv8.py

{ SHARE in Atlanta
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As an alternative to creating the server manually, you can run a script to do the
entire process. The script shown requires that you tell it as arguments the
servername, the nodename, and the originating (or low) port for the server. If you
were using the WSC naming convention, the script would require no modification
as it would properly set the specific and generic server short names and the port
specified would be the soap port for the server. Again, if you are using a different
naming convention the script should be fairly easy to modify to fit your needs.
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Creating a new server

* Security updates.
* Using Generics.

* Using non-Generics.
Userids

* Controller.

* Servant.

* Adjunct (optional).
STARTED class profile.
CBIND class profiles.
SERVER class profiles.
Keyrings and certificates.

: SHARE in Al
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Security profiles may need to be updated. If you have defined a generic set of
RACF definitions which will cover these new servers, you may not need to
change anything at this point.

In a cell where the RACF definitions are generic, it is common to use one
USERID for all controllers and one for all servants and adjuncts. In this case the
keyring and certificate that is defined for those USERIDs will suffice.

However, if you used the default RACF definitions, which are specific (not
generic), as provided by the BBOWBRAK Rexx exec in the generated .DATA file,
you will need to add the following:

New USERID for each of the address spaces (controller, servant, and optionally
adjunct).

STARTED profile for the new server controller, servant, and optionally the adjunct
regions

CBIND and SERVER classes profiles to include the new Cluster Transition Name
and the new server

Keyrings for the controller and servant (and possibly adjunct) regions, and new
certificate for the controller (and possibly adjunct), and connect the CERTAUTH
certificate to the keyrings.
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Creating a cluster
* What is a cluster?
Artifact Name Comment

Cel sBcell Existing

Node on SYSC s8nodec Existing

Node on SYSD s8noded Existing, Federated,

Empty

Cluster s8sr02 To be created

Server on SYSC s8sr02c Existing

Server on SYSD s8sr02d Tobe crea_'t@-“m“E it
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A cluster, in its most simple form is a server. And every server is a cluster. But a
cluster composed of a single server isn’'t of much interest. Usually when
discussing a cluster, we are talking about a cluster containing two or more
servers, generally in more than one node.

Creation of a cluster can start with zero, or one servers or templates. A cluster
can never be created from more than one server.

Our starting point for this exercise is the table shown.

We have created so far in this presentation a multinode, mutisystem cell. The
cell is the s8cell, and we have a node s8nodec on SYSC and a node s8noded on
SYSD (which we have just created). The s8nodec node has a server s8sr02c
(also recently created).

We will create a cluster s81sr02 that will consist of s8sr02c¢c which will be
converted into a cluster member, and we will add one additional member s8sr02d
in node s8noded.
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Creating a cluster

C T Prof M
| View: | All tasks [a] |
WebSphere application server clusters
Welcome

Guided Activities WebSphere application server clusters

[l Servers Use this page to change the configuration settings for a cluster. A serv
servers fails, requests vill be routed to other members of the cluster. L

New server list of task staps and more general information about the topic.

Server Types
|=) Clusters

Preferences
Proxy server clusters

Generic server clusters el
Cluster tepology
DataPowar
Cors Groups

Selact |Name =

o

Hone

Total 0
[ Applications

. SHARE in Atlanta
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As always, we start by logging on to the adminconsole. Then we navigate to

Servers >> Clusters >> WebSphere application server clusters and then click
New.
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Creating a cluster

Create a new cluster

Create a

Agme

e aa—

Prafer local. Specifies whather enterpriss bean requests vill be routed to the nods on vhich the
client resides when possible.

O configurs HTTF s=ssicn memory-to-mamory replication

Hext | | Cancel

. SHARE in Atlanta
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You'll see a screen similar to the one shown where you can fill in the values for
Cluster name. We leave the cluster Short name blank. This will make more
sense after the next foil. Then click Next.
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Creating a cluster

mber determines th

irst cluster member:

using =n application

server settings

hec by

=mpty clustar.

th ting
ell/sBnodec(ND 8.0.0.0)/s8sr02c
O Hona. Crasts an

- for the cluster members. A server configuration
from the first member and stored as part of the cluster data. Additional cluster
d from this t=mplate,

server template.

bers.

B B B 0

nta

Now we’re ready to create the first cluster member. We’re going to go the route
of creating the member by converting an existing application server. As soon as
we select that option, many of the other fields “grey out”. We select s8sr02c in
node s8nodec from the drop down box after checking the radio button. The
cluster we are creating will inherit it's short name (left blank on the previous
screen) from the server we are converting to a cluster member. Then click Next.
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Creating a cluster

Create a new cluster

nd click Add Member to 2dd this cluster member to
created from the first member, and stored as part
ied from this template.

=Bnoded(ND 8.0.0.0)
# Weight

(0.20)
@Eneratz unique HTTP ports

5

Use the Edit function to madify the properties of a cluster mer
remov ar mambar from this list. You are not sllowed to

mber in this list. Use the Delets function to
dit or remove ths first cluster member.

| Nodes | version | waighe
| senodac |no s.0.0.0 |2
Totsl 1
Inta
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This is the next screen you'll see. Fill in the member name of the new cluster
member (the one that doesn’t yet exist), s8sr02d, select the appropriate node
from the drop down box, in this case s8noded, and fill in the short name,
S8SR02D in our example. Uncheck the Generate unique http ports (in most
cases). Then click on Add Member
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Creating a cluster

Create a new cluster

Create additional cluster members

Enter information about this new | ister member
. A

. and clck add Member to add this dluster member to
the m arver configuration tarmplate s ereated fram the fret member, and stored a8 part
of th ata. Adcitional custer members are copied from this templato.

+ Member name

Selact node.

sEnoded(ND 8.0.0.0) [

Short name.

+ Weight
©.20)

[[] Generate unique HTTP ports

Use the Edcf nction to modfythepopertesof cluster member in this list. Uss the Delste function to
removs = cluster mambar from this 1o are ot Bllowied ta adrt or ramave the fret fhuster MEmBEr,
Select| Member nama nuodes versian weight
s8sr02c sEnodac D £.0.0.0 2
[] |sssroz2d s8noded ND £8.0.0.0 2
Total 2
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You'll be presented with a panel similar to this one. You'll notice that there is an
additional cluster member in the table at the bottom of the panel. You now have
an opportunity to add additional cluster members, simply by filling in the blanks
as we did on the previous screen and clicking on add member. Two members is
enough for our example, so we’ll simply click on Next.
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Creating a cluster

Create a new cluster v

Create a new cluster

Step 1: Enter basic Summary

Summary of actions:

Options. Values
. o Cluster Name =8=r02
=i D DefaultCoraGroup
— Node aroup DafaultiiodsGroup
B prafar local trus
Configure HTTB session memory-to-memory a
replication alse
Server name sesroz2c
Node. s8nodec(ND 8.0.0.0)
weight 2
Clone Template ND £.0.0.0)/s8sr02c

Create the member by converting an existing

Clone Basis =pplication server.

Select how the server resources are promoted in

the cluster. ErsiEr
Generate unique HTTR ports false
Server name =8sr02d
Node s8noded(ND 8.0.0.0)
Short name SBSRO2D
Weight 2
Clone Template Version 8 member template
Generate unigue HTTP ports. false
Atlanta
Taae® 2012
T ———— T T R R R R R
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You'll see a summary page describing the to be created cluster. All you need to
do is to click on Finish.
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Creating a cluster

ebSphere application server clusters

= Mes:
&:h nges have be

= to your local configuratio
. directly to the master configur;
+ Re nges before ing

o synchronize

‘WebSphere application server clusters

Use this page Lo changs the canfiguration sattings for a clustar, & server custer consists of 2 310
rve 2ils, reque vill be tdt othel rmemhr's Fth \ ister. Laarn h tth task in

it of task stame dmcregen =l information about the topic

@ Prefe
Hew... || Delete || Start || Stop || Ripplestart || ImmediateStop
& &

up of applica If one of the member
a quide et uity. & guidad activity pravides

Selact |Name 8 |Status (4]
You can administer the folloving resources:
(] |sBsr02 |®

Total 1
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Simply Save and synchronize and you've created the cluster.

You may have to update the Host Aliases for the Virtual Host. If you have been

using an asterisk(*) for the host name on the original server, this will not be
necessary.

All that remains is to start the cluster members (servers) and verify that they start
and run properly.
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Creating a cluster

e A script?
* s8id = AdminConfig.getid('/Server:s8sr02c/")
* ¢8id = AdminConfig.convertToCluster(s8id, 's8sr02")

* AdminTask.createClusterMember([-clusterName s8sr02
-memberConfig [-memberNode s8noded -memberName
s8sr02d -memberWeight 2 -genUniquePorts false
-specificShortName S8SR02D]]")

* wsadmin>AdminConfig.save()

" SHARE in Al

59

If you'd rather create your cluster using a script, here are the commands (bare
bones) that you'd need.

The first gets the id of the server you choose to convert to a cluster.

The second converts the server with long name s8sr02c to a cluster with cluster
name of s8sr02 with a single member named s8sr02c

You're essentially done at this point, but since the main reason for a cluster is to
have two or more members...

The third command will create a new cluster member in cluster s8sr02 with
member name (long name) of s8sr02d on node s8noded with a shortname of
S8SR02D. This command also leaves the ports alone. You'll have to do
something about that later.

The last command saves the configuration.
Simple? Yes!

Now you should probably update the port assignments of the new cluster
member, possibly using the previously mentioned script updNewServerv8.py.

You may have to update the Host Aliases for the Virtual Host. If you have been
using an asterisk(*) for the host name on the original server, this will not be
necessary.

All that remains is to start the cluster members (servers) and verify that they start
and run properly.
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Configuration tweaking...

* Time zone(s).
* Trace.

I:l DAEMON ras time local 1

D ras time local i

* Application level.

D 1z ESTSEDT

{ SHARE in Atlant
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The default for timestamps is for all of them to appear in GMT. Many installations would prefer to
have the timestamps appear in local time. There are three variables which you may alter to
change the behavior to match your desires. They are:

DAEMON ras_time_local
ras_time_local

And TZ

DAEMON_ras_time_local and ras_time_local are setto 0 (GMT) by default. Actually the
variables do not even exist. If you wish to change them, you have to add them and change their
value to 1 (local).

The TZ variable also does not exist, and in its absence, all application time will be in GMT. This
variable can be set to one of the standard timezone values, such as CST6CDT or ESTSEDT or
whatever is appropriate for your installation.

All of these variables are set by logging on to the adminconsole and navigating to the Environment
>> WebSphere variables >> and adding them. | would suggest setting them at the cell scope and
if you need to vary from that for a particular server you can add another instance at that server’s
level.

Then save the config and synchronize and the next time a component is started it will take effect.
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Configuration tweaking...

* Message Routing.
* Procs are “pre-loaded” with proper DDNAMES

lutput DDs

* Addition of environment variables.

O DAEMON raz defsult msg dd DEFALTDD Cell=z2cell
O DAEMON ras hardcopy rnsq dd HRDCRYDD Cell=s2cell
O ras default msg dd DEFALTDD Cell=s2cell
O ras hardcopy msg dd HRDEPYDD Cell=s2cell

Techdoc: TD103695
Managing Operator Message Routing in WebSphere for z/OS Servers "
http://www-03.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/TD103695 - SHARE
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As delivered, many messages are routed to the system log via a WTO. They also appear in the
JESMSGLG and JESYSMSG DDs for the started tasks. The volume of messages on the syslog and coming
across the console is annoying (to say the least). Fortunately it is a simple matter to change this behavior.

The routing of these messages is controlled by the following variables:
DAEMON_ras_default_msg_dd

DAEMON_ras_hardcopy_msg_dd

ras_default_msg_dd

ras_hardcopy_msg_dd

These variables may be set to the DDNAME that you wish to have them routed to and they will no longer be
issued as a WTO. Again, the suggestion is to set them at the cell level and then if you need to change them
on a finer grained level you can do so by adding a copy of the variable at a “lower” scope.

The variables are set by logging on to the adminconsole and navigating to the Environment >> WebSphere
variables >> and adding them.

Then save, synchronize, and as each component is restarted, the change will take effect.

The techdoc describes additional controls that may be added that apply to JES2 systems.
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Configuration tweaking...

* An alternative to all of the editing...
* A script!

initsetvarsv8.py

Script is available at the following URL:
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP 100963

{ SHARE in Atianta
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If you are adverse to doing all of that manual editing, or if you create a lot of cells
and wish to make them all look alike, a script might be a good alternative to doing
all of the manual edits. The script | am showing, initsetvarsv8.py is a jython
script which does all of the changes we made in the adminconsole (with the
exception of the console preferences, since they are “per userid”).
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Configuration tweaking...

* Console preferences.

‘ View: | All tasks [~] ‘

Console prefere

welcome
Guidad Activitias Console preferences

Servers Specify user preferences for the administrative console workspace.

& Applicatians Turn on workspace automatic refresh
# Jobs
Services O o confirmation an workspace discard

Resourcas
[0 use default scope
Security

[E—— t Show the help portiet

(= Systam administration

Apply Reset

One of the first things you may want to do when you first log on to the
adminconsole is set your default console preferences. These tend to be

individual preferences and I'm showing how I like them set. Your selections may

of course vary...

You set them by logging on to the adminconsole, and navigating to: Systems

administration >> Console Preferences

| suggest setting the Synchronize changes with Nodes on, and also like to have

the command assistance notifications enabled.

You may also consider turning on the Log command assistance commands

option.
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Use of RMI Connector with
wsadmin.sh

¢ wsadmin.sh uses either a SOAP connection or an RMI
connection.

* The SOAP connection necessitates the passing of a clear
text userid and password.

* The RMI connection can either prompt or use the userid
and password of the logged on user.

* The RMI connection has been “observed” to be a little
quicker than the soap connection (anecdotal).

slllARE in Atlanta
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Use of RMI Connector with
wsadmin.sh

* To switch from the SOAP (default) connection to RMI...

* From somewhere that supports editing ASCII encoded
files.
* SSH, Telnet, etc.

cd /wasv8confi g/ s8cel | / s8mode/ Depl oynent Manager / profi | es/ defaul t/properties

{ SHARE in Atlanta
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Use of RMI Connector with
wsadmin.sh

Use an ASCI! editor to change:

sas.client.props
From:
com i bm CORBA. securityServer Host =
com i bm CORBA. securityServerPort=
com i bm CORBA. | ogi nSour ce=pr onpt
To:
com i bm CORBA. securi t yServer Host =wsc3. washi ngt on. i bm com
com i bm CORBA. securityServer Port=50003
com i bm CORBA. | ogi nSour ce=none

{ SHARE in Atlanta
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Use of RMI Connector with
wsadmin.sh

Optionally, (these could be specified on the wsadmin.sh command line as
parameters) use an ASCII editor to change:

wsadmin.properties

From:

com i bmws. scripting.connectionType=SOAP
#com i bm ws. scri pting. connecti onType=RM

com i bmws. scripting. port=15610 /* from SOAP port */
com i bmws. scri pting. def aul t Lang=j acl
To:

#com i bm ws. scri pting. connecti onType=SOAP
com i bmws. scri pting. connecti onType=RM
com i bmws. scripting. port=50003 /* to ORB port */
com i bmws. scri pting. def aul t Lang=j yt hon
S:IIARE\|1 Atlanta
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Use of RMI Connector with
wsadmin.sh

* Now you can:

cd /wasv8confi g/ s8cel | / s8dmode/ Depl oyment Manager/ profi | es/ def aul t/bin

./wsadmi n. sh

. SHARE in Atlanta
Tees® 2012
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Questions?

! SHARE in Atlanta

If you have any questions, now Iis the
time...





