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What you WO/  hear today

Why Virtualization and
Consolidation are good

Linux kernel Bash

rrm's LVM
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What you hear today St

v
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Why zLinux was a good choice for us
How we are doing it

The potholes along the way(and how we fixed
them or bypassed them)

Which applications were ported
Our toolbox

Decisions that we might have taken(or not taken)
If we had seen this presentation before we started

The challenges ahead
How to implement zLinux at smaller shops
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About me

- Manager, Central Infrastructure at Isracard

« Responsible for z/OS, z/VM, Linux(z and x), enterprise
storage

« 2 teams — Mainframe OS, Linux and Storage

« My background is z/OS system programming, tuning and
capacity planning

- 5years at Isracard
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Isracard Infrastructure SHARE
Primary Site < 40/60 km 5 Backup Site
2114 z114  710BC-ELS Z10 BC + CBUs

z/0S,

zZINM+zLinux
IBM MGM IBM
DS8700 | S

it Synchronous N BV |
VMware, Windows, Replication XV |

Linux
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Isracard Before Consolidation

¢ Stgisse, ™\
( Network )

CICS, DB2,

WAS, SQL server, IMS/DB, VSAM....

Oracle DB, Oracle
Forms, Exchange
Biztalk.......
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DR Infrastructure before consolidation s
(3Q08) suane

Primary Site Backup Site

Z9BC Z9 BC Z800

Y

z/0S, CICS, DB2,
IMS/DBCTL

TC  Hitachi
9970v
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The consolidation trigger

O Until 2008, all core business was on z/OS - hence the

distributed systems were not available at the backup
site

Core business on distributed systems - management
decision to have them at backup site as well

Backup site floor space and environmentals were
extremely restricted

We already had a mainframe at the backup site, so
zLinux did not take up any additional floor
space/power/cooling

a Servers that can not go to zLinux will be consolidated on
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Why (z)Linux?

v Total Cost of Ownership
* Oracle is the go/nogo
°* We found that the break even pointis 1 BC = 1 IFL with 32GB

v Server Management is easier (see CSL-WAVE later on)
v Built-in DR
v RASSS

° Reliability, Availability, Security, Stability, Scalability
v
v Close to the core business
¥ Isracard Group
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Isracard zVM/zLinux Infrastructure swAaRE
ISRA2 ISRA3
OXIFL 4XIFL
NLB
ﬂ VMPRD1

VMTST1
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Internet Application

zLinux

i
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WAS
CTG
zLinux
m—
o ] Oracle
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Current Status(1/3)
a 2IFLSonazl14,4IFLsonaz10BC
O Storage: DS8700/ECKD for binaries, XIV/FCP for data

a0 zVM 5.4 (6.2 planned for the summer)
O 2 production LPARs
O 2test LPARS
0 2 QALPARs
o 1system LPAR

0 RHEL 5.6 (6 planned for the end of 2012)
0 110 linux images

O 40 production

4% Isracard Group ea,
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Current Status(2/3)

O Software
WAS
Oracle
WMB
WMQ
iLog
TEP

o O 0o 0O O O

O Applications

O Internet site
O  Check Authorization
o ESB
0  Rule Engine
a  FileNet
49 Isracard Group e,
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Current Status(3/3)

O Tools and utilities
BMC/Control-M(scheduling)
Symantec/Netbackup(backups)

CSL-Wave (management and provisioning)
Omegamon for zZVM(system performance)
CA Wily Introscope(application performance)

Tivoli System Automation(clustering)

o 0o 0o o o o o

RH Satellite — coming soon

o Manpower
O 1.5 FTEs for Linux(z and x)
o 0.5 FTE for zVM

4% Isracard Group ea,
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Enterprise Linux Sever (ELS)

z Series with IFLs only - specially priced

The z10 BC and the z114 have only 10 engines
2CPs+2ICFs+1ZIIP + 2 IFLs =7 CPUS

What about growth and CBU/CoD?

Good: No ELS at DR. We use CBUs on existing z10

Bad: no Hipersockets(is this really bad? More later...)

U O 0O O O O
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CSL - WAVE
A provisioning A management Basic Health
{e]o] tool checking
« Clone new images * Activate/ » CPU utilization
- Allocate resources Deactivate Images « Disk space
(disks, network » Access (evenifno running out
Interfaces, network)
memory) « Reports
« Automation
4% Isracard Group RITH
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CSL - WAVE (1/4) A

Te  AutoDetoct  User-Growp | ” Rorage User Tasks  Reports  Window Ml
_|J=|&Ic|'|-ldl |

Hardware Viewer [f] 0

Current System View

2V User Groups  Network. | prototypes | Storage | System Status | Session Tasks |

5] @ Qf | [eorzon | & _sowisows |

| WAYE Log | wierk s | 675 Log | Attenion Reauved |

| WAVESRY Time | User
2010-02-04 1%:32:37.0 “waw ! R Am'—hdor mshorknnddsr acard ooped 1 From 07 -shorkand )
’!}!9(}; 04 15:33: S? .0 ——— - wA\‘E @Av!@n 1 TWAVE User ydceﬂcos for wAw: User mtmuad Wod sur.r.vﬂhly

&® Isracard Group RITH

) SHAREm Atlanta




ﬁ,

SHARE

Teckooiogy + Coomacnans + Rewety

CSL - WAVE (2/4)
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CSL - WAVE (3/4)

—Clone the Following users

Mame Hoskname Syskemn I ISRSWTCH ELAMZ ELAMNS Skaktus
[ |CLOMEDOD  |[CLOMEODD  [WMTST1 1412 Ready -
v [CLoMEDD CLOMEOQOL WMTST1 141.4 Ready
W [CLOoMEDDZ CLOMEDDZ WMTST1 141.5 Ready
[# [CLOMEODS  |CLOMEDOS  |WMTSTI [ SR Ready
v [CLOMEOD4  |[CLOMEDOD4  [WMTSTL [— __SCI Ready
I =l
Select all I Deselect all I Toggle Selection I Show Filkering I Parallel I

—wWith the Following Options

—Clone Operation Details
Murnber of Clones El Basename For clones FZLOMEQD Total Storage Meeded |34.38 (1] Mew Skorage Group IGRLINLIX (34.18 GE Free) - I

~Mew User Information

Mew Password I:I Retype new Password I:I Dromain I I | Regenerate 55H keys

—Select WAVE Scripk ko run after clone

Scripk Mame I Browse. .. |

—Metwork Information

GLAN | Metwork Default G
¥ [5¥STEM.ISRSWTCH . T =
I [5vSTEM.PUBSWTCH -+ .0 -
[ [S¥STEM.PYTSWTCH A1 . [

—Descriptive Fields
Projeck I - I

Functinnalityl

Descripkion I

Hide: Cancel I GO I
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CSL - WAVE (4/4)
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TEP and Omegamon/VM (1/2)

SHARE

Teckooiogy + Coomacans « Resety

& z¥M Systems Overview - POMTEPS L.isracard. ;Iglil
File Edit Wiew Help

f#@-9- 00 BESBSVN (NO¢EL QLASCHEDNEANE s BE@A & D! )
= Navigator 2 @M B | | ProductionWeight eUsage £+ D B B8 %
9" I? iy |Physica| E‘ Q E %

Enterprise

Linux Systermns

= @ 7,08 Systems | u

=] 2 Systems

| o T

o Physical B0 12 1P5: 01 122 12002 050 B2 1L 50 12:00502 11,5: 10 0212 13, 510 12:00502 12,510

1270012 139500

[ Usage vs.Weights ISRA3 4 2 [ B O * | [lgUsagevs WeightsISRA2 2 0 B O %
B B

W LraR BusfPercent
a E LPAR Weight

= = = = = =
= 5 = 5 2 5
[T] YMPRD1: Top CPU Consumers 4 &2 @ H B x| [gBarChart # 2 @M B B x ||[]VMPRD2: TopCPUConsumers 2 @ H B =
B Q ey B Q
User CPU User CPRU
1] Percent " [] Percent
# | PINTAPF1 3.7 = [ & | PINTAPP2 3010 A
# | PISRDB: 0.80 A # | PISRDEB: 1150
# | PESBME1 10,50 = 47 | PESEMB2 8.67
& | PCQSAFPL 616 a # | PCOSAFP: 107
# | PMEARFPP1 am _ # | PESBGW: 135
# | PRULREP: 373 u T # | PIFNAPP: 172 —
# | PESBOWL 34 4 | PMEAAPP: 17
# | PRULAPP: 3.7 ! z ¥ z #1 | PESBGV 15
# | PRULAPP: 3.0 S 5 = # | PRULAPFL 157
A | PINTMOKL 155 = 3 5 3 A | POMTEPS1 14 =
7]
| H@HubTime: 01: 44 024942012 it PM H@Sewermﬂailablelhrough S5L connection ” 2vM Systerns Overview - POMTEPS.isracard.coll - miuser ‘
oo,

- SHARE in Atlanta




TEP and Omegamon/VM (2/2)
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The Challenges -

and some answers(1/2)

~< The newer Intel cores are Impressive
= These cores present a very viable alternative to z10 BC
v" Our early experience with z114 is very promising

<& zZVM overhead is excessive

=  The workload per IFL is below expectations
v" We are working closely with IBM to resolve this issue
v" Migration to zZVM 6.2 should help
< Some applications work better on Intel
= QOur previous strategy was to put everything on z.

v Adjust policy to fit for purpose’
4% Isracard Group
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The Challenges -

and some answers(2/2)

AR
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‘3 gbme software is not certified for RHEL/z(or gets certified
later)

= Specifically: Clustering software, antivirus, Oracle, DBA
Monitoring tools, Asset Management,C? software

v" We are working closely with IBM and Red Hat to alleviate this
& Performance perceptions

= Users (end users, sysadmins, DBAS) do not like to share

v" Tuning. And we try to listen to our users.

= zVM shares are inadequate and are difficult to understand

4% Isracard Group ea,
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Some general observations (1/2)

< Different versions of RH for different software

= would you keep z/0OS 1.9 for DB2 8 and z/OS 1.11 for CICS/TS
4.17?

< Bleeding edge at times
= Certification - not always there
Oracle 11g certification came in too late
= Sometime we had to wait for software to be written
= Not all software is supported on z

< Hipersockets — we have not found a justification for it (yet)

4% Isracard Group ea,
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< Managerial issues

= Is it Mainframe or Distributed? - Try to avoid turf wars!

= We decided to manage it in one place
= You need a full time z/VM expert

= DBAs and Sysadmins do not like virtual platforms - Educate,
Educate, Educate

< Business Class Issues
=  Processor power - Most TCO studies were performed for EC

=  Total number of CPUs =10 - Forced us to go to ELS

(Enterprise Linux Server)
4® Isracard Group
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Questions ?
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