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In this session, we will review the CA Linux on System z management
suite that was announced in August 2011 and will show how these
products can be used in conjunction with CA’s existing VM solutions
to provide holistic monitoring, management, and troubleshooting of
your Linux on System z and z/VM environments. We will also cover
recent enhancements to the CA VM product suite and will share CA’s
roadmap for longer-term features and enhancements.
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— Review of CA offerings for Linux on System z Management

— Practical Example using zVPS Performance Suite, UPSTREAM for
Linux on System z, and CA VM:Manager

— CA z/VM Product Suite Update and Roadmap

— Questions
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CA Solutions for Linux on System z

strategy

= Simplify the management and
security of Linux on System z

Secure with a comprehensive and

intedrated management suite

___ = Make Linux on System z a cost-
-~ effective choice for customers

= Adility delivered - allow clients
to quickly deliver capacity on
demand with Linux on System z

Optimized
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CA Solutions for Linux on System z

overview

— Product enhancements and strategic partnerships will help you
reduce costs, improve performance and more efficiently manage
Linux on System z

— Current releases of CA VM:Manager Suite for Linux on System z provide various
feature enhancements including support for managing tapes for Linux on System
z, and others that help customers install, deploy, and service their CA z/VM
products more effectively and quickly

— Velocity Software zVPS Performance Suite complements CA solutions with real-
time access to detail data from z/VM and Linux on System z platforms for
optimized performance, capacity planning and cost chargeback

— INNOVATION Data Processing UPSTREAM for Linux on System z and
UPSTREAM for z/0OS UNIX extend CA data protection capabilities with file level
backup for Linux on System z and z/0S UNIX files

— CA Mainframe Connector for Linux on System z allows CA z/0S-based
automation products to receive event information from Linux on System z
environments

— Combined, these solutions will help remove barriers and reduce time,
cost and risk of consolidating workloads to Linux on System z
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Velocity zZVPS™ Performance Suite

optimize z/VM and Linux on System performance

Best in class
performance management
for Linux on System z

Combine
multi-platform system
management expertise
from CA Technologies

...with the performance

measurement expertise
from Velocity Software

Performance Analysis

* Provides real-time metrics on all facets of performance for all
servers including z/VM, Linux on System z and distributed
servers

* Enables immediate analysis of real-time problems

Operational Alerting
* Optimize operations to meet our SLA’s.
* Immediately detect and report performance and capacity issues.

Capacity Planning
* Prevent costly hardware upgrades and data center outages.
* Project capacity requirements of future workloads with
comprehensive trend data.

Chardeback and Accounting
e Transition IT from a cost center to a profit center.
* Chargeback Linux on System z resource usage to applicable
business or agency with detailed and accurate usage data.
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Velocity Software zZVPS™ Performance Management

Suite

The Differentiators

— Comprehensive Data Collection
* z/VVM Subsystems (processor, storage, /0, paging)

Linux on System z
z/VM Guest resources : SN/ /e

Linux on System z — disk, storage, processor

Networked servers (Linux, Unix, Windows)

System z

Linux applications

— High data Capture Rate

* Critical for accurate analysis, reporting, and accounting
— Uses existing Linux on System z SNMPD process for data capture

* Eliminates overhead and maintenance of new performance agent
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Velocity zZVPS™ Performance Suite

solution components

ZMON™

ZMAP"™

zTCP™

ZPRO™ Portal

ZWRITE™

zVWS™

Real-time graphical display of up-to-the-minute
performance information

Historical performance reporting provides in-depth post-
analysis and capacity planning

Network performance monitor for distributed servers,
Linux networks and z/VM

Web-based interface for z/VM and Linux on System z
performance management. Also provides zVPS" product
administration

Data collection facility that reduces monitor data without
losing information relevant to proper performance analysis

High-speed web server for optimum z/VM performance
and reduced CPU overhead
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zVVPS Performance Suite

architecture

TCPIP —_— Web Displays
SNMP/MIB II =
emBm "’i
== __N_
LINUX — —
SNMP/Host Mibs T
Reports
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UPSTREAM for Linux on System z

best-in-class data protection

o ININOVATIION
DI.\T/.\ PROCESSING

— Fast, scalable and highly reliable backup
and recovery for Linux on System z
Business — Only solution that will backup up to z/0S Peace of

Continuity Mind
— Leverage existing z/0S skills and

infrastructure for operational efficiency

— Rely on proven z/0S disaster recovery
strengths
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comprehensive backup and recovery for Linux on System z

— Provides continuous business operation for
UPSTREAM for Linux on System z Linux on System z applications

— Extends your investments in existing
mainframe resources: CPU, tapes, virtual tape,
tape drives, staff

— Protects software investment by utilizing
existing z/0OS management software

— Extends mainframe security and automated
operations to Linux on System z data
protection

— Provides backup and recovery for very large
amounts of data without negatively impacting
corporate network performance

— File level backups directly to z/OS mainframe
tape or DASD
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UPSTREAM for Linux on System z

architecture

UPSTREAM Linux on
System z Clients

UPSTREAM agents run on
Linux servers to protect Linux
data

UPSTREAM
Linux on
System z

Clients

Linux Data
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UPSTREAM for Linux on System z

architecture

System z

1

UPSTREAM z/0S Storage

Server UPSTREAM

Linux on
System z
Clients

Linux Data

UPSTREAM is only data
protection solution that
provides backup to z/0S

storage server

Enabling backup to
z/0S tape or disk

For increased reliability
and compliance UPSTREAM Backups
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UPSTREAM for Linux on System z

innovative high performance data protection

System z

UPSTREAM exploits
HiperSocket Technology

Takes backup and recovery
off corporate network

UPSTREAM
Linux on
System z

Clients

Protect very larde amounts
of data without negatively
impacting corporate
communications or customer
access

Linux Data
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UPSTREAM for z/OS UNIX

storage backup for z/OS UNIX System Services (USS)

Enables centralized storage
manadement of hybrid
mainframe environments

Provides ad hoc and automated,
unattended backup/restore, file
transfer and storage
manadement operations

Further leverage strengths of
z/0S Unix to manage Web
serving, WebSphere, Lotus
Domino
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Complementary
storage backup
solution that is

sold separately

UPSTREAM

{0]§
z/0S UNIX

File level backup and recovery for
ZFS/HFS files under

Unix System Services for z/0S
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CA Mainframe Connector for Linux on System z

Cross-platform automation and intedgrated messade handling for Linux on System z

— Connector for Linux on System z connects CA SOLVE:Operations
Automation with z/VM systems and their z/Linux guests via IP
Connections
— Linux on System z and z/VM unsolicited event traffic is normalized

and merged with z/0S console messages in CA SOLVE:Operations
Automation

— Linux on System z and z/VM command-and-response functions are
available and behave like a specialized z/0S system command

— Auvailable with CA SOLVE:Operations® Automation R11.9 — NO
CHARGE!

— Planned availability with CA OPS/MVS® Event Management
and Automation release targeted for mid-2012
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CA Mainframe Connector for Linux on System z

QANM1031 - —————— - —————————— — ——

Command ===> I
System Class
S$SERVICE sSVC
CA31 DASD
CA31 INIT
CA31 INTNL
CA31 JES
CA31 JOB
CA31 PRT
CA31 SPOOL
CA31 STG
CA31 STC
CA31 STC
CA31 ST
CA31 STC
CA31 TAPE
CA31 TAPE
ZVM0O11 LINUX
ZVvM0O11 LXAPP
ZVMo11 LXAPP
ZVM0o11 LXAPP
ZVM0O11 LXAPP
ZVvM0O11 LXAPP
ZVM0O11 LXAPP
ZVM0oO11 LXAPP
ZVMGO11 LXAPP
ZVvM0o11 LXAPP
ZVMo11 LXAPP
ZVM0o11 LXAPP
ZVMGO11 LXAPP
ZVM0o11 LXAPP
ZVM0O11 LXAPP
ZVM0o11 VMGST

XX ENDx x

S=Status L=Transient Log D=Display

Resource
FRED
DASD

1

PR(SOLVCICS)

JES2
CICSPROD
PRT10
SPOOL
DENMXSJV
D1OADIST
D1OAIRLM
D10AMSTR
QANM10
OE7B
OEYC
LINUX181
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
LINUX181.
ZVMO11

CALXAGNT
QA1
QA2
QA3
QA4
QAS
QARG
QA7
QA8
QA9
QR10
QAl1l
QA12
QAl13

Resource Monitor---—-—————— — — — — CA31-0022

Scroll ===> CSR

DB=Database ?=List Cmds

Desired Actual Mode Logical ovr
ACTIVE FAILED MANUAL ATTENTION
ACTIVE lNﬂCT——mg MANUAL ATTENTION
INACTIVE C=T

ACTIVE DEGRADED AUTOMATED DEGRADED
ACTIVE ACTIVE MANUAL 8],¢

ACTIVE ACTIVE MANUAL OK

ACTIVE INACTIVE MANUAL ATTENTION
ACTUAL UTILIZATION: 67.2961 PERCENT

ACTIVE ACTIVE MANUAL 8],¢ G
ACTIVE ACTIVE MANUAL OK G
ACTIVE ACTIVE MAN-ARM OK G
ACTIVE ACTIVE MAN-ARM OK G
ACTIVE ACTIVE MANUAL OK G
UNIT OEYB IS ONLINE/ZACTIVE

UNIT OE7C IS ONLINE/fACTIVE

ACTIVE ACTIVE MANUAL OK

ACTIVE ACTIVE MANUAL 8],¢ M
ACTIVE INACT IVE MANUAL ATTENTION
LINUX181.0A2 HAS BEEN STOPPED BY KILL

LINUX181.0QA3 IS STARTING
ACT IVE INACTIVE MANUAL ATTENT ION

LINUX181.0Q0A5 IS ACTIVE

ACTIVE  INACTIVE MANUAL ATTENT ION
LINUX181.QA7 HAS BEEN FORCED TERMINATED
ACTIVE  INACTIVE MANUAL ATTENT ION
LINUX181.0A9 HAS BEEN STOPPED BY KILL |
ACTIVE  INACTIVE MANUAL ATTENT ION

LINUX181.0A11 IS INACTIVE

ACTIVE INACTIVE MANUAL ATTENT ION

LINUX181.0A13 IS ACTIVE

ACTIVE ACTIVE MANUAL OK




Practical Example

Web DB process fails on LINUX123 after overnight MYSQL
upgrade and resolution is to back out upgrade

— UPSTREAM® for Linux on Z is used for server back ups

18

Full Weekly; daily incremental backups

MYSQL DB backup script (PREPROCESS) defined in UPSTREAM Backup
policies for Preprocessing

* mysqldump —uroot —plinux123 winestore —x >
/DBbackup/winestore_backup.sql

Restore performed from local server dump file — retain one copy on
server

MYSQLD startup script modified to generate message to operator on
successful start
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Practical Example

Scenario — Monitoring and Automation

— VM:Operator
* HOLDMSG table used for zVPS Alerts
 SENDMAIL exec triggered by VPSE PRER custom alert

e SECUSER Windows for each Linux on System z server

™

— zZVPS Performance Suite

19

Customized alerts implemented via zMON MONALERT file

ZALERT service machine running to process zMON alerts
™
zZVPS MONALERT file includes alert for process monitoring

(snmpd.conf proc statement)

Copyright © 2012 CA. All rights reserved.
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# rocommunity: a 3NMPvl/2NMEvEc read-only access community name
# argquments:  commnity [default|hosthame | network/hits] [oid]

rocommunity  wvelocity

EEEEEEEEEEEEEEEEEEE R R R EEEEEEEEEE R R R EEEEEEEEEEEEE RS EE R RS B E
# SECTICH: Monitor WVarious Aspects of the Running Host

# The following check up on various aspects of a host.

# proc: Check for processes that should be running.

# proc NAME [MAX=0] [MIN=0]

#

# NAME: the name of the process to check for. It must match

# exactly (ie, http will not find httopd processes).

# Max: the maximum nurber allowed to be running. Defaults to 0.
# MIN: the minimum nurber to be running. Defaults to 0.

#

# The results are reported in the prTable section of the UCD-ZNMP-MNIE tree
# Zpecial Case: TWhen the win and max nurbers are hoth 0, it assumes
# you want & max of infinity and a min of 1.

proc  snmpd O 1 SNMPD Configuration: MYSQLD is defined on

proc uSdaETDE ': 1 server as a monitored process
proc NS

proc  wysgld 0 1
proc  waftpd 0O 1

dizk: Check for disk space usage of a partition.
The agent can check the amount of available disk space, and make
sure it is shove & set limit.

PATH: mount path to the disk in question.

#

#

#

#

i disk FATH [MIN=100000]

#

#

ﬁ MIN: Disks with space helow thizs wvalue will hawve the Hikh's errorFlag set.




0 Edit ‘iew Options

% B | W & N zZMON customized alert file
RV @ YA U R A e 1l ~ PRER alert is set to monitor processes running on
Linux servers

SR » Alert action defined to send operator message,

—==== parms node * using unique identifiers for LEVEL and TYPE
===== criteria ucdprc.errmsg >= "."

===== Var node | 8 | tcpip.node

===== yar procname | 8 | ucdprc.prname

===== var procerr | 16 | ucdprc.errmsg

===== yar durmy 1 11

===== alert dummy__ prer

===== level 0 red rev cp msg op VPSE PRER &node &procname MISSING
===== TEAT VPok PRER &NOde &procrame MISSING

===== /F===——————————— oo e
===== extract

===== parms node *

===== criteria ucdsys.totcpu > 0

===== yar node | 8 | fcpip.node

XEDIT 1File

14137 MUM INSERT |00n29:42 I




Yigw Options Tools

..:. A

N e

HE!||:|

el 62 | Pl [Fg [Fql | off | wec
[ e | gl lp2 |pd ::_-_I,—' &

1= Viemllext 2= Review
1= =

STSTEM  001% 29 Users

TH:0Operator Thursday 28Tulll

zVVPS VPSE PRER alert indicating
mysqld process down — Triggers
VM:OPERATOR Sendmail script

(09:39:55 From OPERATOR: MYSQLD IS DOTN..... ONCALL HAS BEEN EMATLED
------- SYSTEM Mindoy ----------------=-===-—-=-—-———-

3= ViewPrev 4= RemvIine 5= Remv 11 6= Retrieve
9= Repeat  10= Print  11= Expand  12= Remv Top

Connected o zyma01,ca,com pott 23

ML

0939

MATNOPER




WEB DB Server — DB Restore with UPSTREAM

VM:Operator Automation: Alert generates email to Support

From: OPERATOR@ZVMO001.CA.COM [mailto:OPERATOR@ZVMO001.CA.COM]
Sent: Thursday, July 28, 2011 09:40 AM

To: MYSQLD ONCALL

Subject: VPSE PRER LINUX123 mysqld MISSING

zVPS alert has been received (noted in SUBJECT) and needs immediate attention.

Contact Operations support and Service Desk for assistance or when condition has

been corrected.

CA VM:Operator
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View Options Tools Help

..:. A

N e

STSTEM  002% 29 Users TH:0Operator Thursday 28mulll  10:13

'_1—' '_I;: '_—p T T 'J‘,_. "'Eﬁ

VM:Operator HOLDMSG Alert held until
subsequent message received

indicating mysqld is up

------------------------------- SYSTEM Mindoy ----------==========mm=mmmmmoeem

1= Viewlext 2= Review 3= ViewPrev 4= Remvline 5= Remv 211 6= Retrieve

1= b= 9= Repeat  10= Print  11= Expand  12= Remv Top

=== HATHOPER

Connected o zyma01,ca,com pott 23 2706 MUM




;E—'_'}UPSTREAM lerectur ¥1.0.00 Storage Server - 141.202. 35 122:1977

..l" ._-_ . @

l/ Restore |/ Backup |/Prnf les anst Reports |/Run Joh |/ Migration |

¥ Restore Object(s) -

[C1Fail on error
Efror cauzes entire restore to end

<] I
| General | Date Limits | UNIX Opti

Remove l Selec’tall' He
[~ ] =}

1 e :|{nntset}1

ohject(s):

~File(s)
Mame Restare to | Subdirs| Options | Dat
| i# Profile
[ birectory(s) only | pirectory(s): | Fle(s):
f;';':;:’;r:m”es e B My Backups : Mame | Size | Modified | Attributes |

Set profile to WEB DB Server

LINUX123

—

ILINLI}(123 l Add Exclude ' Add directo

P da diriw sub-dir(s) i “ndaties) f [Fier—| [CFi
B

Profie: (none)

Action: Restore




l/ Restore |/ Backup |/Pruﬁles |/Hnst Reports r Run Job r Migration

Remove I Select all I Hew -m Save as... Shnw iI

:|(nutset}|

|v| MI Options...

% Restore Object(s)
~File(s)
Narrie Restore to | Subdirs | Options | Dat
(] Il | [ »
~Hardlink Support Migrated Files O inns—|
|:| Directory(s) only e - : it
Only directories and no files are (®) Default by Operating Systen| | [ | Rel i LINUX123 - Version content(s): Back To Full
oot O Yes - Use support | pirectoryisi: 1| Content(s) of: '2011 1020 17:08:38 P |
() No - Don't use support & My Backups MNarne | gize | Modified | Attributes|
[C]Fail on error Effectively restares only one copy =, rafile (LINUXT 23 ()
Ertar causes ertire restore to end af & file E :
« i |
General | DateLimits | UNIX Options | Lotus Notes R5/6 |

ohject(s): 1

DT

Add Exclude

Add directo

Add diriw sub-dir(s I A(Itlﬁlelst ' Filter...
restore to...

Refresh Speci

Action. Restore




;!"UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202. 35 122:1977%

ﬁ" Window
LB o E

l/ Restore |/ Backup |/Prnf les anst Reports |/Run Joh |/ Migration |

i Restore Object(s)
~File(s)

Mame Restare to |Bubdirs| Options | Dat

4|

¥ LINUX123 - Version content(s): Back To Full

[l nirectorvi=) only ||| Directory(s): |: Content(s) of: "2012 02/09 10:06:38 AM"
Cnly directaries and no fi & Wiy Backups Mame | Size | Modified |Attributes|
restared o = My Profile (LIMUKT23) BITTT=TaTqaTi =111 98 2011 OF2d 234503 Phd
? U'. |2|j11 AFE27 021415 ,u.'m| winestore_backup.sgl 497 366 2011 07727 08:14:15 AM (173
[C]Fail on error ¥ E% DEbackup :
Errar causes entire resta E] hin
L] boot
L dev
4 ] eic
L General | Date Limits 5 home
£ lib

- — L] libG4
emove ele [ lost+found

L media
L misc

) mnt

] net

ohject(s): 1

|Lnc123 | w | | Add Exclude ' Add directo M’: Add file(s) II Filter... I| Find... ” Refl
= -

LINLI}(1 23

Profile: LINUX123

eter file; "Untitled" Action: Restore



g:‘ UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202,.36.122:1972 (141.202.36.122:1972)

UPSTREAM ' Director Java Interface p | | =

i Restore Object(s)
~File(s)
Mame Restare to | Subdirs | Options | Dat
) | @ LINUX123 - Version conmtent(s): Back To Full
[ nirectoryis) only Directory(s): |=, Content(s) of: "2012 02/09 10:06:38 AM"
©nly directaries and no iy & wy Backups Marme | size | modined |Attributes|
restored o My Profile (LINUT 23) “|preprocess 95 2011 07124 23:45:02 P
T ¢ LPE (2011 07727 05:14:15 AM] “vinestore_backup. sl 497 366 2011 07727 08:14:15 AW {1/3)
: ¢ wD :
[C1Fail on error L Bhackup
Efror cauzes entire resto E] hir
L] boot
L ey
4 ] eic
| General | Date Limits L home
2 lib
L libG4
Remove Sele E] lost+faund
L media
inot set) L misc
) mnt
] net
object(s): 1 I

le: |LIN123 | w | | Add Exclude ' Add directo M’: Add file(s) II Filter... I| Find... ” Refi

'1

[specify restoreto_. ff [E

Profile; LINUX123 — eter file; "Untitled" - Action: Restore



% Restore Object(s)

~File(s)
Narne Restore 1o | Subdirs | Options | Dat
(] Il | [ »
~Hardlink Support Migrated Files O inns—|
|:| Directory(s) only e - it

Cnly directories and no files are
restored

|:| Fail on error
Error causes entire restore to end

{8} pefault by Operating System
) Yes - Use support

{_J o - Don't use support

Effectively restores only one copy
of a file

] Rel i LINUX123 - Version content(s): Back To Full

Dl Directory(s):

O i My Backups
L bty Prafile (LIMLE 23)

o LPE[2011 07727 081413 A0t

U JF

1] Il

General | DateLimits | UNIX Options | Lotus Notes R5/6 |

Remove I Select all I Hew -m Save as... Shnw iI

:|(nutset}|

|v| MI Options...

\PE3 (2011 07/26 08:08:39 4M |
7126 16:08:15 P

\; Content(s) of: '2011 10/20 17:08:38 PM' ‘l

MNarne | Size | Modified | Attributes|

20

ohject(s): 1

DT

Add Exclude

Add directo

Add diriw sub-dir(s I A(Itlﬁlelst ' Filter...
restore to...

Refresh Speci

Action. Restore




;E."UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202.36.122:7

Eﬂn Help Window

SHO

l/ Restore |/ Backup rPrnﬁIes anst Reports |/Run Joh |/ Migration |

=% Restore Obhject(s)
File(s)

Mame Restare to |Bubdirs| Options | Dat

4|

= LINUX123 - Version content(s): Back To Full

[ nirectoryis) only Directory(s): : Content(s) of: 'DBhackup’
©nly diréctories and no fi & ruhr Backups & Mame | size | Madified | At
ne:stored ¢ & My Profile (LINUK1 23) “|prepracess 99 2011 07124 23:45:02 P Pat-3r-3 root root
e I=P [2011 D727 08:14:15 AM| ig winestore_backup.sgl 497 366 2011 07126 09:08:43 AM (1720 pa=r--r-- root root
PER (2011 07,26 09:08:39 1
[C]Fail on error ¥ IT: 0 A |
Efror cauzes entire resto E] DEhackup 3
] hin
] boot
1] [ dey :
LGeneraI L etc : ] A
£ home mE Note Modified date on file
E L lib ;
Remove E] libG4
L lost+found
Eet inot set) L misc
) mnt
L) net Eln [
object(s): 4 file(s): 4 , size: 1,492,196 (1,457KB) directory(s): 0

2|LNUX123 | w | | Add Exclude I[ Add directory Add dir/w sub-dir(s) Add file(s) j[ Fitter..._| | _Find.. || Refi

Specify restore to... N

|4/ Il [»
|-'Farget: (none) Profile; LINUX123 e |-Par_ameter file: “Untitled" — Action: Restore




;!'l__,;;"UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202.36.122:1977%

@F Window —

l/ Restore |/ Backup rPrnﬁIes anst Reports |/Run Joh |/ Migration |

i Restore Object(s)

~File(s)
Mame Restare to | Subdirs | Options | Dat
) | ¥ LINUX123 - Version content(s): Back To Full
100t o | Directory(s): 1| Content(s) of: 'DBhackup’
©nly directaries and no iy & wy Backups BE Marme | Size | Modified | Attri
restored ¢ Wy Profile (LIMLIXT 23 PrEprocess 98 2011 07124 23:45:02 PM PaE-xr-% oot root
& |=p [2011 D727 08:14:15 AM| ; inestore_backup.sgl | 497 366 2011 O7Fr26 09:08:43 Ak rn-r--f-- root root
PES 2011 07426 09:08:38 1
[C]Fail on error ¥ IT: 0 Al | :
Efror cauzes entire resto E] DEhackup i
] hin :
] boot
< L dev
| General | Date Limits L] et :
L hame mE

o ik

L lost+found

(hot sef) L misc
—_—— L mnt
L et [ [

L[]

object(s): 4 file(s): 4, size: 1,492,196 (1,457KB) directory(s): 0

l Add Exclude ' Add directo Add dir’'w sub-dir(s : Addﬁleisl II Filter... II Find... '
- H 4

le: ILINLI}(1 23 |-

Profile; LINUX123 — eter file; "Untitled" Action: Restore
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object(s): 4

| file(s): 4, size: 1,492,196 (1,457KB) directory(s): 0

le: ILINLI}(1 23 |- Add Exclude ' Add directo

| specity restore to._f [E

- ——

’ Add (o) | Criter_| |T||E

'1

Profile: LINUX123

eter file; "Untitled"

Action: Restore




;E';."UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202.36.122:1977%

ﬁ.\_ﬁew Help Window

UPSTREAM Director Java Interface

l/ Restore |/ Backup rPrnﬁIes anst Reports |/Run Joh |/ Migration |

% Restore Object(s) - 1 -l |
File(s)
Mame Restare to Subdirs Options Dat
DEbackupiwinestare_hackup.... [DEbackupiwinestore_hackup.... Include 2011 0726 09
4] Il | IC
Hardlink Support Migrated Files Options
[ nirectoryis) only
only directaries and no files are {_ Default by Operating Systerr|| [ | Restore includes migrated Size | Madified | At
restored {::l Yes - Use support D Restore only migrated f 98 2011 07724 23:45:02 P rr-xr-% root root
i_ Ho - Don't use support [] Remove stubs files witl 497,366 2011 07/26 D9:08:43 AM R-t--t-- root root
|:| Fail on error Effectively restores only ane copy
Error causes entire restore to end af & file \/
Non-platform specific restore
1 I .
| | options
| General | Date Limits | UNIX Options | Lotus Notes R5/6 | \

ﬁmwe l [ Select all I l Hew Save Save as... Show individual file optio
= E

ﬁrgeﬁ LI 23

Browse...

L net T4 I

| file(s): 4, size: 1,492,196 (1,457KB) directory(s): 0

object(s): 4

|4/ Il [»
|-'Farget: (none) Profile; LINUX123 ___ |Parameter file: "Untitled” — Action: Restore




euu Help Window

;E';."UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202.36.122:1972 (141.202

[22= & =
"
l/ Restore |/ Backup rPrnﬁIes anst Reports |/Run Joh |/ Migration = S e i E

Specify any pre or post
processing that you desire (i.e.,

Pre process:

|
Post process: |
|

Process failed:

shutdown application or DB)

\_

Hardlink Support
|:| Directory(s) only Be

Only directories and no files are

restored i) Yes - Use support

i®) Default by Operating 5

Wiait For Job - Issue Wait Complete Message

Time (in milliseconds): |EI

|:| Kill job when time expires - Issue message

|:| Send job output (stdowut, stderr) to UPSTREAM log

Attri

[ ] Fail on error
Efror cauzes entire restore to end

i) Ho - Don't use support

Effectively restores only one
af a file

a

| General | DateLimits | UNIX Options | Lotus Notes R5/6

ﬁmm I[ Select all Il Hew y

ﬁrgeﬁ |LINU1 23
—

Save Save as.

| - | Browse... Monitor...

] net
ot Y

object(s): 4

IIE:ILINLI}(123 - I Al

Ok Cancel

rar-xr-x oot root
rni-r--f-- root root

[

al

| _F

<. ] |_Find... || Refi

I LA RSN | —m——

Specify restore to... EE

~

|4

Target: LINUX123 ()

Profile: LINUX123

|Parameter file: "Untitled”

Action: Restore




EE UPSTREAM zDirector ¥1.0.00 Storage Server - 141.202,.36.122:1972 (141.202.36.122:1972)

N

|:| Restore using GID number rather than name
|:| Restore using UID number rather than name

Sparse File Options

[ ] write Sparse Files

Boundary size: |

Restore changes UID/GID and attributes

|:| Allow restore to a differemnt File-System

Size | Maodified

®
o A o —
UPSTREAM Director Java Interface | —
Re _
¥ Restore Object(s) - 1 Sl |
File(s)
MHarme Festare to Suhbdirs Qptions Crate
inestare_hackup.... \DEBbackuphwinestare_backup... Include 2011 07726 09:08:43 Al
(] | T I
UID/GID Options Directory Options

Attri

98 2011 07i24 23:45:02 PM
497 366 2011 07F26 09:08:43 A

UNIX/LINUX specific restore
options

| General | DateLimits | UNIX Options | Lotus Notes R5/6 |

izmm [ selectan Iﬁu—

Save Save as...

Show individual file options

JE——

Monitor...

ﬁrgeﬁ |LINU1 23
—

| - | Browse...

rﬂptinns..._l[ Start restore g

] net
ot Y

object(s): 4

4]
| file(s): 4, size: 1,492,196 (1,457KB) directory(s): 0

rar-xr-x oot root
rni-r--f-- root root

L
Il

|4

Profile: LINUX123

|-'Farget: LINUXA23 (-) |Parameter file: "Untitled”

— Action: Restore




o ®
Gile Options View Help Window UPSTREAM Director Java Interface

BEeLRAE 0

Restore | Backup | Profiles | Host Reports | Run Joh Migration

¥ Restore Object(s) - 1 Sl | |
i Restore Complete At Target "LINUX123"
Mame Restore to Subdirs O]
DEbackupiwinestare_hackup.... [DEbackupiwinestore_hackup.... In 5%
£ = £ £ = £ ! J Restore completed successfully!
= . L ITK m" K
% UPSTREAM Messages from target "LINUX123 - 2035" -l = E r 0
Messages ! z S
NP2 W T R ESIOTE S LATIE — = o L = - P = - =
Profile: LINUX1 23, UPSTREAM v3.6.3 {Linux 53903 f'r;iifm_re' "m"éigffu Miniimms;g:ﬁ resmla'”'”g' 00:00: 01 :
ThuJul 28 10:04:22 2011 User. root, Graup: raat, PID; 1882 e R = L el
. ) /DBbackup/winestore_backup.sql root root
Mo #PCEAEE] (Java client) Monitar started - ;
| ivte Count: 497,366 Total Byte Count: 497,366 ront roaot
Remote systerm: 10.132.2.220 L. = ; _
o ) ) ) Hize (hytes): 497,366 Total Size {wtesy. 497,664 approx. root root
Thu Jul 28 10:04:26 2011 User: root, Group: root, PID: 1882 & charsisecond: 248.683 Svstem State: End Conversation tront
Mz #PCAI02F] Temporary files cleaned up: g £ ! ¥ = footroo
Clean up completed, nt File Complete: 100%
ThuJul 28 10:04:26 2011 User: root, Group: root, PID:; 1832
Msg #F 21510 Restore successiul ant Total Complete: 100%
1 files 487 366 data bytes 0 symbaolic links 165,788 charsisec
1 files 487 366 data bytes 0 symbolic links 165,788 charsizec Monitor Graph - Characters per second
Thu Jul 28 10:04:26 2011 User: root, Group: root, PID: 1882
Mz #PCEAEOI (Java clienty Monitor stopped
Thu Jul 28 10:04:26 2011 User: root, Group: root, PID; 1882 -
M=o #FPCFassl (Java client) Remote request completed
= r Print ' |r Close I |r Save ' s
ohject(s): 4
& Profile:|Lruxci2: || | Add Exciu _j [ Rer
B r lr Stop monitor 'lr Suspend Restore Ir Close I

L
Target: LINUX123 (+) Profile; LINUX123 Parameter file: "Untitled" Action: Restore




View Options Tools Help

B i m |G N B | 2 e R @
002% 29 Users TH:Operator Thursday 28mlll  10:13
TMTSECODS4T SCIF userid: Status:
1570 7 35 0:00 fopt/fdrupstrean/usdaemon parameter=rmtparm.dat confi
1571 ? 3 0:23 fopt/fdrupstrean/usendl parameter=rmtparm. dat configf
1629 St 0:04 /usr/binfpython -tt fusr/shin/pum-updatesd
1639 7 it 0:00 login -- root
1641 ? R 0:10 Just/libexee/gan server

1642 ttysld 83 0:00 -bash

2628 7 3 0:04 Jusr/shin/httpd

2629 7 3 0:05 Jusr/shin/httpd

2630 7 3 0:04 Jusr/shin/httpd

2631 7 5 0:02 fusr/shin/httpd From VM:Operator LINUX123 SECUSER View,
2635 7 ; 0:03 fusr/shin/httpd confirm restored file date matches modified date
2030 7 5. 0:02 fust/sbin/httpd reported by UPSTREAM Director

2639 ? 3 0:04 fusr/shin/httpd

2640 ? 3 0:02 Jusr/shin/httpd

8370 ttysl Rt 0:00 ps ax
-hash-3. 24

15 -al /DBbackup/wine*

15 -al /DBbackup/wine*
-ru-r--r-- 1 root root 497366 Tul 26 09:08 fDBhackupfminesture_hackup.sql

Dash-3. 24

——————————————————————————————— LIN WINDO  =--------===mmmmmmmmmmmmmmmmee
1= VIEWNEXT 2= EREV ITNX123 3= VIEMMATH 4= = = |
7: B 9- 10- 11 12:

Connected o zyma01,ca,com pott 23 2706 MUM




View Options Tools Help

e ea = [ R Re lRa

027% 34 Users TH:0Operator
VMYSECO0SAT SCIF userid: Status:
2636 7 3 0:02 Jusr/shin/httpd
2639 ? 3 0:04 fusr/shin/httpd
2640 ? 3 0:02 Jusr/shin/httpd
2431 ? 35 0:00 sshd: rootfpts/o

3433 pts/0 S+ 0:00 -bash

Be32 ttysl Bt 0:00 ps ax

-hash-3. 24

15 -al /DBbackup/wine*

15 -al /DBbackup/wine*

-ri-r--r-- 1 root root 497366 Tul 26 09:08 fDBhackupfminesture_hackup.sql
-bash-3. 24

cat /root/restore wine
cat /root/restore wine
mysgladmin -ureot -plimml2d --foree drop winestore
mysgladmin -ureot -plimml2d create winestore
mysql -uroot -plimml23 winestore < /DEbackup/winestore backu
-hash-3. 24 j MYSQLD process is restarted
fete/init.d/mysqld start
fete/init.d/mysqld start
Starting MysS0L: [ OR ]

-hash-3.24

——————————————————————————————— LTHUX WINDOU  =-----n-=--==nn=mmmmmmmmmmmmes
1= VIEWNEXT 2= EREV ITNX123 3= VIEMMATH 4= = = |
7= 8- 9= 10- 11: 122

Thursday 28mulll

Connected o zyma01,ca,com pott 23

ML

10:18




View Options Tools Help

el 62 | Pl [Fg [Fql | off | wec
[ e | gl lp2 |pd ::_-_I,—' &

STSTEM  005% 29 Users TH:0Operator Thursday 28mulll  10:18

Message received after mysqld restarted —
Clears HELD VPS alert in VM:Operator

10:18:44 From OPERATOR: MYSQLD IS NOW BACE UP.
------------------------------- SYSTEM Mindoy ----------------=-===-—-=-—-———-
1= Viemllext 2= Review 3= ViewPrev 4= RemvIine 5= Remv A1l 6= Retrieve

Connecked ko 2vm001 . ca.com port 23 266 MUM
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CA z/VM Product Suite Update and
Roadmap

technologies



CA VM:Manager" Suite for Linux on System z

of CA z/VM products simplify environment

Security Operations Management
CA Top Secret® for z/VM CA VM:Operator™
CA ACF2™ for z/VM CA VM:Schedule™
CA VM:Secure CA VM:Spool™

Linux on System z

i I 5 I
’ . ' . i

Disk Storage Assets Linux Linux Linux Linux inux CA VM:Batch™

CA VM:Account™

CA VM:Director™

z/VM

Provisioning
CA VM:Director™
Storage Backup/Recovery CA VM:Secure
CA VM:Backup™ CA VM:Archiver™

CA VM:Archiver

Resource Chargeback Tape Management
CA VM:Account™ Performance Tuning CA VM:Tape™
CA Explore® Performance CA Dynam/T for z/VM
Management for z/VM

CA VM:Operator™
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CA z/VM solutions and Mainframe 2.0
reduce complexity — speed implementation

standardize on IBM VMSES/E to install and service all
CA z/VM products

 industry standard procedures reduce “experience pool”
requirements

consistent look and feel enables products to be manaded
without a significant skills investment

common procedures for all products reduce complexity,
speed implementation

CA Mainframe VM Product Manager

* install and maintain products in single library, deploy
wherever needed

e automatic provisioning of servers with CA VM:Secure or CA
VM:Director

43 Copyright © 2012 CA. All rights reserved.




infrastructure enhancements

44

common code infrastructure
Improvements:

additional products ported to
exploit CA VM Common
Nucleus collection of services
and routines

single z/VM object directory
reader program called by all
products requiring directory
look-up services

Copyright © 2012 CA. All rights reserved.

using common code
across products enables
CA Technolodies to
deliver new features,
enhancements, and
problem solutions more
quickly and efficiently




CA VM:Tape Linux on System z Interface

features

Exploit VM:Tape functionality in Linux applications 2VM Environment
( zLinux Machine ) ( CMS Machine )

Mount tape from Linux on System z _—

Hardware support via IBM Linux kernel driver
TCP/IP used for Linux to VM:Tape communication

Shipped in standard RPM package

Centralized tape management on Linux guest that does not expose
sensitive interfaces (such as VMCP) to regular users

Regular (non root) users are able to mount tapes

After successful mount there are corresponding devices in /dev owned
by the user who issued the mount

Provides authorization handling for both mounted and saved tapes
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Additional CA VM:Tape enhancements

CA VM:Tape
MOUNT command enhancement

— Use new user exit USREXIT9 to retrieve information about tape drive

— Enables operators to make decisions about automation and action
routines

MOUNT and CANCEL message enhancements

— Real device address added to messages 00141, 0051T, 0100l to enhance their use
for automation purposes

VMTAPE QUERY enhancements

— QUERY VOLUME command displays additional information about tapes

— Display information about deleted tapes and tapes not in TMC if maintained in IBM
or STK robotic tape subsystem

QUERY command authorization change

— OPERATOR authorization no longer required for QUERY, QUERY TAPES, and QUERY
REQUESTS

— Users can obtain information about pending MOUNT and ALLOCATION requests
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additional CA VM:Manager Suite enhancements

CA VM:Account CA VM:Account CA VM:Archiver

— Toleration support for CPP type codes- O
— Cost table support for switch class devices ﬂ
CA VM:Archiver

— SYSID resolution CA VM:Backup

— Additional linemode command
— Additional parameters passed to VMAEXIT1

CA VM:Backup
— Option EDRSUP default set to ON
— CA VM:Backup HiDRO Feature encryption support

CA VM:Schedule

— Passphrase and DMSPASS/DMSPWCHK support enables CA Explore
z/VM logon password phrases of up to 200 characters Performance
Management
CA Explore Performance Management for z/VM for /UM

— Data collection via IBM standard monitor records
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SSI Support
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CA VM:Secure Release 2.9 and 3.0 enhancements

VMCIPHER and file encrypting logic and configuration of RC2 encryption removed

— ability to use obsolete encryption algorithms is removed CA VM:Secure

— promotes use of stronger encryption algorithms to improve
security for sensitive data

— capability to encrypt data using DES, Triple DES, and AES is
retained

VLAN rules support
— support added for controlling access to Guest LANs and virtual switches

— access requests made explicitly by issuing the COUPLE command or implicitly by
defining a value for the LAN operand on a NICDEF CP Directory statement

— COUPLE rule definition replaces GRANT operand on a SET VSWITCH or SET LAN
command

— For a VLAN-aware virtual switch, set of VLAN ID values may be defined to restrict
access to specified IEEE VLANs

— COUPLE RULE option grants PROMISCUOUS mode access for special purpose
network debugging programs
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CA VM:Secure Release 2.9 and 3.0 enhancements

New Commands —

The following commands are new and support managing the
directory in an SSI environment.

50

SUBCONFIG

= Use the SUBCONFIG command from an IDENTITY user to bring up a screen
presenting the names of all SUBCONFIG entries, which are part of the user
virtual machine definition. Users can modify their SUBCONFIG entries from
this screen.

CHGENTRY

= Use the CHGENTRY command to convert a USER directory entry into an
IDENTITY entry or an IDENTITY entry into a USER entry.

CMD

Use the CMD command to route another command to an Agent
product server in a Single System Image environment. The routed
command will execute on the specified Agent server.

TAKEOVER

= The TAKEOVER command converts one of the Agent product servers into a
Master product server.

Copyright © 2012 CA. All rights reserved.
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CA VM:Secure Release 2.9 and 3.0 enhancements

New Configuration Record

The following PRODUCT CONFIG record is new and supports CA
VM:Secure in an SSI environment.

— SSINODE

Use the SSINODE record to identify the names of members of a Single Syste
Image complex, and to specify that the Object Directory is to be compiled in
an SSI-Ready format.

CA VM:Secure

New Utility
The SSIENAB EXEC is a new utility that converts all BUILD statements

in the source directory from BUILD ON * to BUILD ON
“membername”. This utility is used when converting from a NON-
SSI environment to a SSI environment.

51 Copyright © 2012 CA. All rights reserved. -
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CA VM:Secure Release 2.9 and 3.0 enhancements

Changes to Existing Features
— The ADDENTRY command syntax has been changed to
support the addition of a SUBCONFIG into the directory.

— The QUERY command has been updated to add an SSI @ [I]
parameter %\l

CA VM:Secure
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CA VM:Director 3.0 enhancements

New Commands

The following commands are new and support managing the
directory in an SSI environment.

53

SUBCONFIG

= Use the SUBCONFIG command from an IDENTITY user to bring up a screen
presenting the names of all SUBCONFIG entries, which are part of the user
virtual machine definition. Users can modify their SUBCONFIG entries from
this screen.

CHGENTRY

= Use the CHGENTRY command to convert a USER directory entry into an
IDENTITY entry or an IDENTITY entry into a USER entry.

CMD

Use the CMD command to route another command to an Agent
product server in a Single System Image environment. The routed
command will execute on the specified Agent server.

TAKEOVER

= The TAKEOVER command converts one of the Agent product servers into a
Master product server.

Copyright © 2012 CA. All rights reserved.
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CA VM:Director 3.0 enhancements

New Configuration Record

The following PRODUCT CONFIG record is new and supports £giVIVEp e
CA VM:Secure in an SSI environment.

— SSINODE

= Use the SSINODE record to identify the names of members of a
Single System Image complex, and to specify that the Object
Directory is to be compiled in an SSI-Ready format.

New Utility

The SSIENAB EXEC is a new utility that converts all BUILD statements
in the source directory from BUILD ON * to BUILD ON
“membername”. This utility is used when converting from a NON-
SSI environment to a SSI environment.
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CA VM:Director 3.0 enhancements

Changes to Existing Features

— The ADDENTRY command syntax has been changed to support CA VM:Director
the addition of a SUBCONFIG into the directory. '

— The QUERY command has been updated to add an SSI paramete
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CA VM:Spool Version 1.8 enhancements

Single System Image Support

— CA VM:Spool can run in an SSI complex. We recommend all CA

56

VM:Spool service virtual machines to be installed as an IDENTITY
user on each member of the complex where CA VM:Spool
functionality is required. Spool files from other systems can be
accessed from CA VM:Spool screens as long as the user that the
spool files belong to is logged on the system.

However, during the backup and accounting operations, the CA
VM:Spool service virtual machine only works with spool files that
originated on the system where the service virtual machine runs.

Copyright © 2012 CA. All rights reserved.
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CA VM:Spool Version 1.8 enhancements

New Close Date and Close Time Selection Criteria
CA VM:Spool

— CA VM:Spool r1.6 SP3 introduces two new spool file selection
criteria to VM:Spool, Close Date and Close Time, representing the
date and time a spool file was closed. Close Date and Close Time can
now be used as criterion for listing, purging, sorting, cataloging,
manipulating, backing-up, and restoring spool files.

— As aresult of adding Close Date and Close Time criteria the following
additions have been made:

— Two new fields, Close Dt and Close Tm, have been added to the
SPOOLIST, SPOOLALL, SPOOLSEL, and SELECTS screens.

— Two new REXX variables, vml.closedt and vml.closetm, have been
added to the variable list used with the GETLINE macro primitive
and can now be specified in VM:Spool user macros.

— Two new tokens, closedate and closetime, have been added for use
with the Purge User Exit.

— Inaddition, for clarification, column labels for open date and open
time have been changed from Date and Time to Open Dt and Open
Tm, respectively.
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CA VM:Spool Version 1.8 enhancements

Values of Close Date and Close Time
CA VM:Spool

— If a spool file is open, the Close Dt and Close Tm values will display
as blanks.

— When CA VM:Spool is reading the CP spool file blocks during
SPOOLIST, SPOOLALL, and backup processing of spool files that are
currently on the system, it is assumed that spool files having a Close
Date and Close Time of binary zeros were open at the time of a
system crash. These spool files will acquire the last IPL date and time
as their Close Date and Time. CA VM:Spool does not overwrite this
information in CP's spool file blocks. For example, if DISKACNT has
spool files open at a time the system crashes, after the system is re-
IPLed a list of those files will show the last IPL date and time as their
close date and time. In addition, the Close Date and Close Time for
those files will be written as the last IPL date and time in the catalog

during backup processing.

58 Copyright © 2012 CA. All rights reserved. m

technologies



CA VM:Spool Version 1.8 enhancements

Logical Record Length (LRECL) Changes

— Logical record length (LRECL) of several VM:Spool system files have SaRbolpioel
been increased.

— File Old LRECL New LRECL

— CATALOG 160 176

- REQACTIV 160 176

— REQUESTS 160 176

— SELECTS 136 152

— SNAPSHOT 160 176
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CA VM:Spool w VSEG Version 1.7 enhancements

Single System Image Support

- CA VM:Spool V/SEG-PLUS Feature can run in an SSI complex. We recommend CA VM'SpOOl w V5EG

all V/SEG-PLUS service virtual machines to be installed as an IDENTITY user on
each member of the complex where V/SEG functionality is required. Spool
files from other systems can be accessed from V/SEG screens as long as the
user that the spool files belong to is logged on the system.

Linux and DCSS

— If a Linux guest uses discontiguous saved segments (DCSSs) and is to be
relocated to another member of the SSI complex the same DCSS must exist on
that system otherwise live guest relocation is not possible. The SPDISK utility
of V/SEG-PLUS can be used to back up a DCSS used by Linux and restore it on
another SSI member.

The UNPURGER Service Virtual Machine

— SSI copy files can now be unpurged. To support this feature an UNPURGER
SVM must be running on all members of the SSI complex. When an SSI copy
file is purged it is transferred to the UNPURGER SVM on the SSI member
where the spool file originated from. Spool files that were unpurged can only
be restored on their respective system of origin.
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Roadmap Overview

— Day One support for future z/VM and Linux on System z
distributions

— Continued exploitation of z/VM Single System Image

— Deliver additional products in IBM VMSES/E format in
support of CA’s Next-Generation Mainframe
Management strategy
— CA Dynam/T Tape Management for z/VM
- CAVM:XMENU
— CAVTERM
— CA Top Secret and CA ACF2

— Deliver enhancements to improve Linux guest
management and as a foundation for Cloud solutions

— Deliver enhancements in response to customer demand
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Improve capability to manage Linux on System z

— Integration of zVPS and UPSTREAM for
Linux on System z with CA VM:Manager
Suite to enhance management of z/VM
and Linux on System z environments
— modernize the user interfaces
— simplify reporting capabilities
— Automate and simplify Linux on System z

provisioning

— CA VM:Operator enhancements to
allow simpler and more secure
automated management of Linux on
System z guests
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Questions ???
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Interested in Seeing More?

Join us at the CA Technologies Booth in the Share
Technology Exchange for a closer look!

Also, visit the CA Linux Management for Mainframe
web portal at:

http://www.ca.com/us/mainframe-linux.aspx

64 Copyright © 2012 CA. All rights reserved. -

technologies


http://www.ca.com/us/mainframe-linux.aspx
http://www.ca.com/us/mainframe-linux.aspx
http://www.ca.com/us/mainframe-linux.aspx
http://www.ca.com/us/mainframe-linux.aspx

Contact Information

Brian Jagos

Principal Consultant

CA Technologies

E-mail: brian.jagos@ca.com
Office: 631-342-6523
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