= #SHAREorg g,_
—g

Ensemble Enabling Z/VM V6_2 sttt
and Linux for System z

Alan Altmark

Senior Managing z/VM and Linux Consultant

......
......

Session 10331

©2011 IBM Corporation



HHHHHHHE .
= )

Trademarks & Disclaimer SHARE

Tghimipgy + Commuctars | Baisky

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries. For a complete list of IBM Trademarks,
see www.ibm.com/legal/copytrade.shtml: AS/400, DB2, e-business logo, ESCON, eServer, FICON, IBM, IBM Logo, iSeries, MVS, OS/390, pSeries, RS/6000, S/390,
System Storage, System z9, VM/ESA, VSE/ESA, WebSphere, xSeries, z/OS, zSeries, zZZVM.

The following are trademarks or registered trademarks of other companies

Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries. LINUX is a registered trademark of
Linux Torvalds in the United States and other countries. UNIX is a registered trademark of The Open Group in the United States and other countries. Microsoft,
Windows and Windows NT are registered trademarks of Microsoft Corporation. SET and Secure Electronic Transaction are trademarks owned by SET Secure
Electronic Transaction LLC. Intel is a registered trademark of Intel Corporation. * All other products may be trademarks or registered trademarks of their respective
companies.

NOTES: Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.
The actual throughput that any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O
configuration, the storage configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve throughput
improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply. All customer examples cited or
described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved.
Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions. This publication was produced
in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change
without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. Information
about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm
the performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the
suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography. References in this
document to IBM products or services do not imply that IBM intends to make them available in every country. Any proposed use of claims in this presentation outside
of the United States must be reviewed by local IBM country counsel prior to such use. The information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be incorporated in new editions of the publication. IBM may make improvements and/or
changes in the product(s) and/or the program(s) described in this publication at any time without notice. Any references in this information to non-IBM Web sites are
provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the materials for
this IBM product and use of those Web sites is at your own risk. ava,

2 - SHARE in Atlanta

L]



Agenda suARE

« Hardware components of an ensemble
« z/VM Ensemble Components

* Virtual Switch Controllers
 DIRMAINT authorizations

« Enable SMAPI Servers

 Validating the Enablement

 Linux Ensemble Considerations
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What is a zEnterprise Ensemble

« A zEnterprise node is a single zCEC with 0 to 4 zBX frames and up
to two blade centers per frame

- A zEnterprise Ensemble is a collection ]
of 1 to 8 zEnterprise Nodes managed -
as a single virtualized pool of server  Primary HMC

|

resources |
» A zEnterprise node can be a member
. Alternate
of a single ensemble HMC

* An ensemble is the management scope for the Unified Resource
Manager

« A primary / alternate pair of HMCs provide the management console
for the ensemble
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Enhancements for zEnterprise Ensembles "

« Supported SLES and RHEL distributions
 Optional - Guest Platform Management Provider (GPMP)
« |[EDN/INMN (OSX/OSM) NIC support

» Legacy NIC connection to IEDN or INMN via virtual switch ok via
OSDSIM support in VSWITCH

« zZ/NNM V6

« z/VNM Management Guest to forward Linux GPMP data to Unified
Resource Manager

« z/NM SMAPI enhancements

« z/VM Directory Maintenance server (or equivalent)

* INMN and IEDN virtual switch controllers

» Control point for MAC assignment and VLAN access
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Enhancements for zEnterprise Ensembles "

 INMN and IEDN access provided via new z/VM virtual
switch types

 Uplink is the z/VM Management Guest
» Automatic connection to INMN

- Ensemble membership sets ensemble-defined MAC for each
IEDN NIC

* SMAPI updates SYSTEM CONFIG

» z/VM is authoritative source of virtual machine state
 State automatically reflected in Unified Resource Manager

6 - SHARE in Atlanta



z/VM System Management API £
Infrastructure Changes

 New SMAPI servers:
» Support for IPv6 (INMN is IPv6)
» Resiliency and error recovery (aka “guard” functions)

« Management Guest, instantiated by the Unified Resource
Manager

* New Systems Management APls
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z/VM SMAPI Family

- VSMGUARD Is responsible for starting and monitoring remaining
SMAPI servers and management guest.

« VSMPROXY Speaks to the Support Element

« VSMREQIN Requests from |IPv4 clients

- VSMREQIU Requests from other guests using AF_IUCV sockets

- VSMREQIM  Requests from Unified Resource Manager *

« VSMREQI6 Requests from IPv6 clients

« VSMEVSRV Gathers data from *VMEVENT and *LOGREC
system services

. ZVMLXAPP  INMN gateway. Automatically started by *

Unified Resource Manager

" ",
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z/VM SMAPI Family
« VSMWORK1 Request server for short transactions
« VSMWORK2 Request server for long-running transactions
« VSMWORKS Request server for long-running transactions
« LOHCOST Caching server for Query-type operations *
« DTCSMAPI Private TCP/IP stack for SMAPI components
that require IP connectivity
- PERSMAPI Performance monitor used if managing z/VM %

exclusively by Unified Resource Manager
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z/VM Ensemble INMN Infrastructure ———
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z/VM Ensemble IEDN Infrastructure s
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Preparation for Enablement suaRE

« Software
« z/NM 6.2 at Service Level 1101 or higher

* PTFs UM33623 (VM65083), UM33547 (VM65055), and PTF
for VM65151

» Get the latest APAR information from

« Hardware

* System z firmware bundle 41z or higher

« OSX and OSM CHPIDs genned and cabled
If not cabled, you will see error codes E080

12 SHARE in Atlanta
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Preparation for Enablement swaRe

 Books
« CP Planning and Administration Guide, Chapter 15

« z/NM Systems Management Application Programming,
Chapter 4
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Validate OSX/OSM devices are available e

Q OSA TYPE ENSEMBLE

OSA 2300 OFFLINE DEVTYPE
OSA 2301 OFFLINE DEVTYPE
OSA 2302 OFFLINE DEVTYPE
OSA 2303 OFFLINE DEVTYPE
OSA 2304 OFFLINE DEVTYPE
OSA 2305 OFFLINE DEVTYPE
OSA 2306 OFFLINE DEVTYPE
OSA 2307 OFFLINE DEVTYPE
OSA 2308 OFFLINE DEVTYPE

CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
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Validate OSX/OSM devices are available e

Continued ...

OSA 2340 OFFLINE DEVTYPE
OSA 2341 OFFLINE DEVTYPE
OSA 2342 OFFLINE DEVTYPE
OSA 2343 OFFLINE DEVTYPE
OSA 2344 OFFLINE DEVTYPE
OSA 2345 OFFLINE DEVTYPE
OSA 2346 OFFLINE DEVTYPE
OSA 2347 OFFLINE DEVTYPE
OSA 2348 OFFLINE DEVTYPE

CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
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Configure DIRMAINT Authorizations -

« Command permission

» Surrogate permission

16 - SHARE in Atlanta



DIRMAINT Authorization mRARE

« Give SMAPI worker virtual machines permission to issue
privileged DIRMAINT commands

« Update AUTHFOR CONTROL file:
ALL VSMWORKI1 140A ADGHMOPS
ALL VSMWORK1 * 150A ADGHMOPS
ALL VSMWORKZ * 140A ADGHMOPS
ALL VSMWORK2Z * 150A ADGHMOPS
ALL VSMWORK3 * 140A ADGHMOPS
ALL VSMWORK3 * 150A ADGHMOPS
ALL VSMGUARD * 140A ADGHMOPS
ALL VSMGUARD * 150A ADGHMOPS

17 - SHARE in Atlanta
i asssssssssd



DIRMAINT CONFIGxx DATADVH Additions -

« Allow SMAPI worker virtual machines to issue requests on
behalf of already-authenticated SMAPI clients

« Update CONFIGxx DATADVH file:
ALLOW_ASUSER_NOPASS_FROM= VSMWORK1 *
ALLOW_ASUSER_NOPASS_FROM= VSMWORK2 *
ALLOW_ASUSER_NOPASS_FROM= VSMWORK3 *
ALLOW_ASUSER_NOPASS_FROM= VSMGUARD *
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Authorize the Management Guest o
===== * * * Top of File * * *
| eveteoc e +ooo 2 /) 60t T e e o800 /) 0L 130+ 14
===== DO.NOT.REMOVE DO.NOT . REMOVE DO.NOT .REMOVE
===== MAINT ALL ALL
= === FSMPROXY rzwmm rzwmnm
=====|_ZVMLXARD ALL ALL

VM65083 — PTF UM33623

VSMWORK1 AUTHLIST
in
VMSYS:VSMWORK1.

Note column numbers: 1, 66, 130
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VSMGUARD ADMIN authority in DMSPARMS ~ *=57=

e On VMSERVS 191 minidisk

00000 * * * Top of File * * *
00001 ADMIN MAINT 6VMTCP10
00002 NOBACKUP

00003 SAVESEGID CMSFILES
00004 FILEPOOLID VMSYS

00005 USERS 100

00006 * * * End of File * * *
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How to Operate This New Infrastructure?

e To start the SMAPI servers, XAUTOLOG VSMGUARD
» Add it to the PROFILE EXEC of AUTOLOG1 or AUTOLOG?2

« VSMGUARD will start the SMAPI servers and the
Management Guest will start automatically.

« /ZVMLXAPP can be restarted via the Unified Resource
Manager as a task of the z/VM Hypervisor
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Validating the configuration

q vmlan
VMLAN maintenance level:
Latest Service: VMB4780
VMLAN MAC address assignment:
System MAC Protection: OFF
MACADDR Prefix: 020000 USER Prefix: 020000
MACIDRANGE SYSTEM: 000001-FFFFFF
USER: 000000-000000
VMLAN Unified Resource Manager status:
Hypervisor Access: YES Status: MANAGED
ID: 52BD737254BF11E0OB85A0010184CB262
MAC Prefix: 023CS0
VMLAN default accounting status:
SYSTEM Accounting: OFF USER Accounting:
VMLAN general activity:
PERSISTENT Limit: INFINITE Current: 5
TRANSIENT Limit: INFINITE Current: O
Ready; T=0.01/0.01 16:18:45
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Validating the INMN configuration TeAnt

q vswitch dtcinmn

VSWITCH SYSTEM DTCINMN Type: INMN Connected: 2 Maxconn: INFINITE
PERSISTENT RESTRICTED ETHERNET Accounting: OFF
VLAN Unaware

MAC address: 02-3C-S0-00-00-01 MAC Protection: Unspecified
State: Ready

IPTimeout: 5 QueueStorage: 8

Isolation Status: ON
Uplink Port:

RDEV: 236D.P0OQ VDEV: 236D Controller: DTCENS1

RDEV: 234D.P0O0Q VDEV: 234D Controller: DTCENS1 BACKUP
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Validating the SW2 configuration neAnE

q vswitch sw2

VSWITCH SYSTEM SW2 Type: INMN Connected: 1 Maxconn: INFINITE
PERSISTENT RESTRICTED ETHERNET Accounting: OFF
VLAN Unaware

MAC address: 02-3C-380-00-00-03 MAC Protection: Unspecified

State: Ready

IPTimeout: 5 QueueStorage: 8
Isolation Status: ON
Uplink Port:

NIC: ZVMLXAPP VDEV: 0200
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Validating the DTCENSX controllers

q controller
Controller DTCVSWZ2 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP LINKAGG ISOLATION
NO_ENSEMBLE NO_INMN
SYSTEM VSWITCH1 Primary Controller: <{list> VDEV:
Controller DTCVSW1 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP LINKAGG ISOLATION
NO_ENSEMBLE NO_INMN
SYSTEM VSWITCH1 Backup Controller: (list> VDEV:
Controller DTCENS1 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP LINKAGG ISOLATION
ENSEMBLE INMN
SYSTEM DTCINMN Primary Controller: DTCENS1 VDEV:
SYSTEM DTCINMN Backup Controller: DTCENS1 VDEV:
Controller DTCENSZ2 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP LINKAGG ISOLATION
ENSEMBLE NO_INMN
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Validating your SFS configuraton = s

q auth vmsys:vsmworkl.
Directory = VMSYS:VSMWORKI.

Grantee R W NR NW
MAINT X X X X
VSMWORK1I X X X X
VSMGUARD X X X X
VSMPROXY X - X -
VSMREQIM X - X -
VSMREQIN X - X -
VSMREQIU X - X -
VSMREQI6 X - X -
VSMWORKZ2 X - X -
VSMWORK3 X - X -
26 SHARE in Atlanta



Validating your SFS configuraton = s

q auth vmsys:vsmworkl.data.
Directory = VMSYS:VSMWORKI.DATA
Grantee NR NW
MAINT X
VSMWORK1
VSMGUARD
VSMPROXY
VSMREQIM
VSMREQIN
VSMREQIU
VSMREQI 6
VSMWORKZ
VSMWORK 3

PSP R X X X XX X X
PSP R X X X XX X X T
PP R X K X XX XX
PP R X X X X X
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Validating your SMAP configuration

hetstat
VM TCP/IP Netstat Level B10 TCP/IP Server Name: TCPIP

Active IPv4 Transmission Blocks:

User Id Conn Local Socket Foreign Socket

INTCLIEN 1006 .. TELNET Ca X Listen
INTCLIEN 1007 .12.4.189. . TELNET . 76,158, 39, .50358 Established
VSMREQIN 1002 . . 44444 DX Listen
VSMPROXY 1003 . . 55555 Ca X Listen

Active IPvB Transmission Blocks:

User Id Conn

VSMREQIG6 1001 Listen
Local Socket: X, 44445
Foreign Socket: x,, x

. LI
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Validating your configuration

Hardware Management Console
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Validating your configuration suARE

SCZP301:A17 Details - SCZP301:A17 [i]

Instance Acceptable

_ Hypervisor
Information Status

Information

Descnption: I

Virtual Server shutdown timeout (seconds). | 300

Management Guest IPvb Address: fet0.0.0.0:d2 dbfi fe00:5 ﬂ_’_

Apply | Change Options. .. ] Canced | Heip ]

= The IPV6 IP address will display when the management guest is activated and
z/\VM is part of the Ensemble
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Implementation Tips

* Access to the IEDN and OSX connections must be configured using Unified
Resource Manager

« Ensemble will reject “out-of-band” connection attempts

« VMSYS filepool needs to be backed up with the rest of your system!
« This is where access rights and status are kept
 If you lose it, you will start over

* No miracles. Unified Resource Manager doesn’t solve connectivity problems.

« E.g. FCP devices must be able to access LUNs without zManager if they
are going to be able to do it with zManager)

« Console output from VSMGUARD, VSMWORK1, and VSMREQIU can hold
clues if you have trouble.

« But don'’t believe everything you see
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Implementation Tips

If you vary all devices offline in the SYSTEM CONFIG and then vary on only
the ones you know about, zManager-defined FCP devices could be a problem.

* You may want to have a predefined range of devices for this

« Unified Resource Manager is not a RACF security administration application.
- Enable DIRMAINT-RACF Connector (USE_RACF=YES)
« VSWITCH and RDEV authorizations must be handled separately

o If ZVMLXAPP does not start, the other SMAPI service machines will not be
started.

* Depending on the size and volume of the virtual server directories to be
managed, you may find that the SMAPI servers will run out of memory.

« The default is 128MB. You can increase up to 512MB.
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Next Steps: Use Unified Resource Manager

Create IEDN Virtual Switches and give guests access to
the IEDN

Define disk storage resources
» System and user

Define virtual server containers for Linux guests or migrate
existing guest

Manage guest resources
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Managing guest priorities from zManager ket

* “Too many cooks spoil the broth.”
» Only one resource manager at a time

* If you are managing a guest with VMRM don’t add it to a
managed workload in zManager

- Enable one or the other, not both

34 - SHARE in Atlanta
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Ensemble Enabling Linux on System z Guests
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Linux considerations for Ensembles

« Native OSX interfaces are supported by the more recent
kernel levels

- RHEL 6.1, SLES 10 SP3, SLES 11 SP1
* No Linux access to virtual or real OSX without kernel support

« VSWITCH can simulate OSD for older systems
« OSDSIM support when you can'’t get to the latest kernel level

* Do not attempt to set a MAC address in the guest
» z/NM will not allow (MACPROTECT)
« The ensemble could assign a different MAC next time
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OSX Interface Defined to Virtual Server

=
2 i Virtual Server Details - LBSZWAS2 [SCZP301:A12:VMLINUX9]
= |
MName Status Precessors | Memory | Network I Storage Optoens Workloads = Performance
MAC Prefix 02:3c:90:00:00:00/24
Network Adapters:
I Virtual Device Mod I ‘Real
P4 | Dowics | Coure P2 FW8h | Por s [VEANIDS CHPD Devien
@ 600 3 OSX IEDN250 Access  LBS VLAN 250
o
Add | | Edit | | Remove |
Manage Virtual Networks J [:?
OK | [ Apply | | Cancel | | Heip |
37 ° SHARE in Atlanta
Y 5.." =031



Installer Boot With OSX Interface e

. The SLES 11 SP1 .
Installer SyStem will not 4) SMB / CIFS (Windows Share)
find an OSX interface o

> 15:27:02 1
Detecting and loading network drivers

nhetiucv. 8db02b: driver initialized

 |nstall with OSDSIM
interface and add or
convert after kernel rioa 2) 1o 10y
upgrade 3) IBM IUCVY

>

Choose the network device.
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Installer boot with OSD simulation

* If the Network I:ZL)etecting and loading network drivers
Adapter IS : : hetiucv.8db02b: driver initialized
redeflned aS OSD : : Choose the network device.

instead of OSX, 0 2
the OSA devices o as o

4)

are discovered o an o)

B6)

>

39

IBM
IBM
IBM
IBM
IBM
IBM

0SA Express Network card (0.0.0600)
0SA Express Network card (0.0.0601)
0SA Express Network card (0.0.0602)
IUcv
IUCV
IUCY
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Layer 2 MAC Address

« The layer 2 MAC address can be automatically recorded in
the /etc/sysconfig/network scripts when the interface is
configured

* The virtual MAC assigned to the guest by the Unified
Resource Manager may change

 Remove the LLADDR entry from your IEDN interfaces

« An update to Linux should be available to correct this
behavior
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Configuration with MAC address specified

cat 1fcfg-ethDd
BOOTPROTO="static'
IPADDR="172.27.250.7/24"'
BROADCAST="172 .27 .250.255"
STARTMODE= "onboot'’

LLADDR="02:3c:90:00:00:0e"'
NAME="0SA Express Network card (0.0.0600) "
lbxzwasl: /fetc/sysconfig/network H
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SHARE
Remove LLADDR = oeie
cd /etc/sysconfig/network
cp ifcfg-ethO backup-ifcfg—-ethO
sed ‘/LLADDR/d’ backup-ifcfg-eth0 > ifcfg-ethO
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Desired Script with LLADDR Removed

cat 1fcfg-ethO
BOOTPROTO="static'

IPADDR="172 .27 .250.7/24"’
BROADCAST="172 .27 .250.255"

STARTMODE= 'onboot'

NAME="'0SA Express Network card (0.0.0600)"'
lbxzwasl : /fetc/sysconfig/network #

43 " SHARE in Atlanta



Migrating an Existing Virtual Server suams

* You could either create new guest containers and copy or
point them at existing disk storage

« Or you can migrate them directly to be “Managed” by the
Unified Resource Manager

* You do not have to manage all guests. You may chose to
just manage the ones you want.
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Migrating an Existing Virtual Server
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Hardware Management Console

Virtual Server Details

“ E O Ensemble Management = ITSO Ensemble = Members = SCIP3DM
&
Virtual Servers Hypervisors Blades Topelogy
= welcome
"} T - W = B 13 2 8 2 B & (v Fier Tasksw || Viewsw
| e SRR St ® | e = |5 = | Prenshsnny * | Nwmory () gl
= |_,E TS0 Ensemble E H -_'_ﬁa A02 B Operating oM
= [ | it - | i
: Embers W1 1B D AtREl image Detais : J 1 [
CZP30 7
> : 4 r 4 Le{ Toggle Lock ’ 1 1,500 /M
= Workloads 2
B o B p{ Dol b | 1500 VM
HIMC Management w Recovery b
Vs r & LB : ated | 1,500 zhVM
E'.':. Service Management ™ . Service 4
= W9 LN} operational Customization p fated ! 1024 2N
= :
s Tk ey [ = _é AT (3 hoose zVM Virtual Servers to Manage M
I ] }J B.1.04 B operat Manage Storage Resources —'_.....-._. L
- - :L: Manage Virtual Switches Choose z/VM Virtual Serw
.o PP ew VitualServer | are to be managed by thi
I B {»s102 & operating 5 32,768 Powervii
- = A ! 1 L !
Max Page Size| 20 Totak 12 Fitered: 12 Selected 1
Tasks: A12
L”'lﬁET DLEIE:S @ Recovery
Teggle Lock
5 Dal_!; B Service
a® e
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Migrating an Existing Virtual Server swame

'§5 Choose ZVM Virtual Machines to Manage - SCZP301:A12

Select or deselect the z'VM virtual machines that are to be managed by this
console.

ia k4. &
‘Select Virtual Machine Name |
[[=57) R ALMIN =
IBMUSER
IMAP
IMAPAUTH
LBSOVS
LBSZWAS1
LBSZWAS?2
LBSZWAS3 4
LDAPSRV E}
LGLOPR =
LNXMNT
LPSERVE
MAINT
MIGMAINT
MONWRITE
MPROUTE
NAMESRY
NDBPMGR
NDBSRV01
NOBODY

A

ageiof1  Total 125 Fitered: 125 Displayed 125 Selected: 4

-

S (1| T | T T 00| T | () I ) I T e A el T | 3

L

4 ok [.cancel | | Heip | - SHARE in Atlanta




Migrating an Existing Virtual Server

|42 Choose Z/VM Virtual Machines to Manage - SCZP301:A12 IS

Select or deselect the z/'VM wirtual machines that are to be managed by this
console.

SN Al

e W L

GSKADMIN
IBMUSER

IMAP

IMAPAUTH
LBSOVS
LBSZWAS1
LBSZWAS2
LBSZWAS3 —
LDAPSRV

LGLOPR

LNXMNT

LPSERVE

MAINT

MIGMAINT
MONWRITE
MPROUTE
NAMESRY
NDBPMGR
NDBSRVO1
'NOBODY g
Page 1 of 1 Total: 125 Filtered: 125 Displayed: 125 Selected: 5

_Fg_
a
8
g
=

s

L

Cancel .
@ ol | | beip - SHARE in Atlanta




Migrating an Existing Virtual Server swane
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Hardware Management Console
Virtual Server Details
= ﬁ_ﬁ & Ensemble Management = TS0 Ensemble = Members = SCIP3IMM
Virtual Servers Hypervigors = Blades Topology
= welcome
B = =R G PR E D SR Tesksw || Views v
H E Systems Management
I:_-_ Select - | Hame # | Sistus “ | Processoers # | Memory (MB) = | Type ~ | Auto Start o~
E &% gEnsemble Management [ ' i i - - ;
& [ ms0 Ensembie 5 B & anz B Operating zVH
= g Members v :E o st ksl Operating =AM
H sczean r T — B Operating y 1,500 z/VM
= Viorkloads :
B u o LBSZWAST © riot activates 1 1.500 z/vM
HMC Management e -
| &b LBSZWAS2 © not Activates 1 1,500 zVM
et =
& Service Management o B Leszwas: «i‘i Kiad A ki e 1 1,500 z'vM
= .
== THEES Ineen I & LronT B ot Activates 1 1,024 VM
I H J at7 B Operating s
I B fmeim B cperating 5 12,763 PowerVid
r @ 5102 B Operating 8 32,768 Powervi
F ®H ,1@ B.1.03 B Operating ] 32, TES PowerW'M
r B a1 B Operating 8 32768 Powervid
O @ fpe1os B Opersting 8 32765 Powervi
o ﬂé‘.- B.110 W Operating ] 32,768 PowerWM
Max Page Size =0 Tetal 14 Fitered: 14 ZSelected 1

.
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Migrating an Existing Virtual Server

4 Virtual Server Details - LBSZWAS3 [SCZP301:A12:VMLINUXS] m|

oo | | R [ Aot [ Once a guest is

Hypervisor name: A12 known to the

Hypervisor type: Image -

UuID: 9ef08110-bfab-11e0-9a56-001f1637f4d Unified Resource

Name: +[LBSZWAS3 Manager as a

B Virtual Server, you
can change its

S configuration from
N the Unified

Resource Manager

oK | | Apply | | Cancel | | Help |
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Migrating an Existing Virtual Server swane
\] Virtual Server Details - LBSZWAS3 [SCZP301:A12:VMLINUX9]
Mame | Status | Processors = Memory Hetwm'k| Storage | Options | Workloads | Performance When mlgrated
MAC Prefix: 02:3¢:90:00:00:00/24 th|S guest had
Network Adapters no NICs defined
Select m.gﬁejm.mmlpmm&mm.vm IDs | GHIPID H[R;f:ce to it, so we will
| —— _ agld two of. t.hem
ada ki LRemoued via the Unified
Resource
Manage Viriual Networks | Manager
[
OK | | Apply | Cancel | | Heip |
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Migrating an Existing Virtual Server swaRe
.| Virtual Server Details - LBSZWAS3 [SCZP301:A12:VMLINUXS] n
Name Status Processors | Memory Hetwnutl Storage ©Options Workloads | Performance
MAC Prefix: 02-3c:90:00:00:00/24
Network Adapters:
Sam&'f_ﬂgﬁf Type Switch  Port Mode Network VLAN IDSEGI-IF’IDEBE::&

@ 600 3 OSD IEDN250 Access  LBS VLAN 250

700 3 OSX IEDN251 Access  LBS VLAN 251
Total 2

Add | Edit | | Remove |

iManage Virtual Networks |

OK | |_Apply | _Cancel | _Help |
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The Guest Platform Management Provider

Provides detailed performance data from the guest
operating system to the Unified Resource Manager

* |Is provided via the zManager code stream

Data flows across the INMN

Optional, but is required if you want to feed Application
Response Measurement data (ARM) from middleware to
the zManager

Lets take a look at the steps to enable it
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Enabling INMN on Linux for System z  ax

Virtual Server Details - ZWASS1 [SCZP301:A17:VMLINUX4] (1]
MName | Btdbfis | Processors | Mamory || Netwo Storage || Options | Workina is Performance
Password MNOPASS
Privilege classes v G
PL device | Add RMC Device
[FL load parar]  In order to support the Guest Platform Management Provider, a
N | resource monitoring and control network device will be added to
L paramelenl yhis virual server,
Erl-lt'l'—'_IF Delﬂce #1000
r:‘.lP MI: VEISIOm Gwm 3
Type RMC N
OK | Cancel
(LA Apply ancel el
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Remember we do not want to code a MAC address in the
configuration files. The Ensemble could assign a different virtual
MAC the next time this guest is started. Communications would fail
if we tried to assign a different MAC
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 Utilize “Zeroconf” to dynamically assign the IP address

« The assignment is made by the Ensemble
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Validating INMN on Linux for System z ——
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Validating INMN on Linux for System z e

SCZP301:A17 Details - SCZP301:A17 [i] ‘

i o o ek e B

CE ACCeEpLaome ervisor ||
ation Status | Information

==

PR SRy
Ll

-
Infarm

Description:

Virtual Server shutdown timeout (seconds): [300
Management Guest IPvé Address: feg0.0.0.0.d2.dbfffe00ny

_Apply | Change Options... | Cancel | Help | s
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Tghimipgy + Commuctars | Baisky

Validating INMN on Linux for System z

« Here we ping the IPV6 address of the management guest
(ZVMLXAPP) from the previous slide

 The INMN interface is also coded on this ping
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Enabling the GPMP on Linux for System z

« The installation of the GPMP rpm is performed by retrieving
the code from the Management Guest
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Enabling the GPMP on Linux for System z
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« The gpmp is started with the ibmgpmp user name

* You cannot start the GPMP under root!

« The second command will cause it to start automatically on
subsequent IPLs
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Can see that the autoip service and the gpmp daemon are running
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Enabling ARM, WAS on Linux for System z
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Enabling ARM, WAS on Linux for System z HARE

Application servers 7 =

Application servers > serverl > Process definition > Java Virtual Machine > Custom properties

Use this page to specify an arbitrary name and value pair. The value that is specified for the name and value pair
5 a string that can set internal system configuration properties,

[ Prefersnces

| Hew | Delete |

BoE?

' Eﬂli{.té Name & | Value 2  Description 2 |

You can administer the following resources: | | |

|:| com-.|bm.5écurttv.1u55.dé.buq off
|:| com.ibm. security kb5 . Krb 5Debiig off
|:| com.ibm..t;.'ebsphn-are.|-:|mi.req.n-’ne.tr'rc5.PéEECﬂﬁetatD}TDﬁE | truse ~
[] | ws.ext.dirs {opt/ibm/gpmp/java —
Total 4
Add two custom properties to WAS JVM
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Enabling ARM, WAS on Linux for System z SHARE

Tghimipgy + Commuctars | Baisky

Reguest Metrics

Regquest metrics tracks each individual transaction in WebSphere Agplication Sarver, recarding the resconse time of the major companants such as
time i the Web server ar in the Enterprise JavaBeans (EIB) container, Use this page to enable reguest metrice, sebect the components that are
instrumentad by request metrics. set trace levels, enakble standard logs, enatle Agplication Resgonse Measurement [ARM), scecify the byoe of ARM
agent, and specfy the &AM transacticon factory implementation dags name,

Cenfiguraticn

General Properties

Additional Properties

Srepare Servers for SLequest metncs collechion He-q west Metrics Destination

Components te be instrumented

s Standard Logs

U:' =

v Loplication Fesgonze Measurement 2RM ) agent

Agent Tyce
AR MEC v

ARHM transaction factory implementation dass name

C @i el muarn s DS 0 E i

#* Trgce /

| Hc-:/ b

Request Metrics Destination

l:l Ztandard Logs

Loplication Resgonse Measurement 2RM) agent

dgent Tyoe [:%
ARMED w

AAM transaction factory implementation dass name

| comibmedmarrd 050 E
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" /bin:/usr/libbd

Update WAS setupCmdLine.sh to add /usr/lib64 to WAS LIBPATH
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Enabling ARM, WAS on Linux for System z sHARE

Tghimipgy + Commuctars | Baisky

« Start the WebSphere server

L

» Use Isarm to query the status of the ARM data /

* You should now have ARM data flowing to the Unified Resource
Manager
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References SHARE

« z/NM CP Planning and Administration Guide
« z/NNM CP Commands and Utilities Reference
« z/NNM Directory Maintenance Facility Commands Reference

« |IBM zEnterprise Ensemble Performance Management Guide
« |IBM zEnterprise Ensemble Planning and Configuration Guide
« |IBM zEnterprise Unified Resource Manager Redbook
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IBM zEnterprise System =

Technical Training Offerings

« Basic: IBM System z Technical Overview (2 days)
ES820/EZ820 — IBM System z: Technical Overview of HW and SW Mainframe Evolution

« Basic: IBM zEnterprise System Technical Introduction (1 day)

ESAOQ/EZAOQ — Describes new terminology, functions and provides technical details for each
of the main components that make up the zEnterprise System. It describes how the
resources of the zEnterprise System provides the necessary infrastructure for hybrid
computing that can be managed and virtualized as a single pool of resources.

« Advanced: IBM zEnterprise System: Using zManager to Provision Virtual Servers
(4 days) NEW with hands on labs

ESA1 — Lectures and hands-on labs provide the information and skills required to use the
IBM zEnterprise Unified Resource Manager to provision virtual servers on blades and under
z/VM. Students using hands-on labs will use Unified Resource Manager tasks to:

« Audit an existing ensemble configuration, delete ensemble resources to both hypervisers
and virtual servers

« Define Virtual networks to the ensemble, add Storage resources manually and imported
via an SAL, create virtual servers and associated resources.

« Enable Guest Platform Management, create and start performance policies, run workload
and review reports

« For complete technical training catalog, see www.ibm.com/training
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IBM zEnterprise System =
= = = = SHARE

Technical Training Offerings
Ensemble Acceptance Services | i
: Customized Services o |
' customireq || ZENterprise o 5
. “Sorvices 1| Ensemble | ! ;
| '| Enablement |: 19
ittt ' for : e
ZzEnterprise zEnterprise IBM Smart ZEnterprise i g i
Ensemble Ensemble Analytics Ensemble ' N :
Enablement Enablement Optimizer Enablement | | § |
Jumpstart Jumpstart Enablement Jumpstart i (7)) !
Assistance for Assistance for Services Assistance L :
for : § E
) -
L :
3-4 weeks ~9 weeks 3-4 weeks 3-4 weeks 1-2 weeks i i
Pre-Sales | i
Rapid Workload Optimization Assessment and TCO for IBM zEnterprise System !
4 weeks lE i i
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2z/VM & Linux on System z Fax 607 429 3323
Email: alan_altmark@us.ibm.com
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