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Agenda

* Quick review what an Ensemble is composed of
* z/VM Ensemble Components

* Virtual Switch Controllers

* DIRMAINT authorizations

* Enable SMAPI Servers

* Validating the Enablement

* Linux Ensemble Considerations

Techaslogy - Goeselions - Results
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zEnterprise Ensemble

* A zEnterprise node is a single
zCEC with 0 to 4 zBX frames
and up to two blade centers per
frame

* A zEnterprise Ensemble is a
collection of 1 to 8 zEnterprise
Nodes managed as a single
virtualized pool of server resources

* A zEnterprise node can be a
member of a single ensemble

* An ensemble is the management  Aternatealterr
scope for the Unified Resource HMC  HMC
Manager

* A primary / alternate pair of HMCs
provide the management console
for the ensemble

SHARE
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Enhancements for the Unified Resource Manager -f1#

uuuuuuuuuuuuuuuuuuuuuuuuu

e Software

* Supported SLES and RHEL distributions
Optional - Guest Platform Management Provider
IEDN/INMN (OSX/OSM) NIC support
Legacy NIC connection to IEDN or INMN via virtual switch
(OSDSIM support)

* zIVM 6.1
z/VVM Management Guest — ZVMLXAPP
z/VVM SMAPI enhancements
z/VVM Directory Maintenance server (or equivalent)
INMN and IEDN virtual switch controllers
Control point for MAC assignment and VLAN access
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« z/VM 6.1 Continued...

* INMN and IEDN access provided via new z/VM virtual switch
types
Up-link can be virtual machine NIC (for Management Guest)
Automatic connection to INMN
Ensemble membership enforce Ensemble MAC for each
IEDN NIC
* SMAPI validates and updates SYSTEM CONFIG

* z/VVM is authoritative source of virtual machine state
State automatically reflected in Unified Resource Manager

SHARE
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z/NNM System Management APls %

Techaglogy + Cormeclions - Resulls

* As part of the support for the IBM zEnterprise Unified
Resource Manager, new SMAPI servers were also created:

* AF_MGMT request server — Used to communicate between the
SE and SMAPI

* INETO6 request severs — Use IPv6 to connect with clients

* VSMGUARD worker server — Guard server to provide resiliency
and error recovery

* Management Guest (ZVMLXAPP) — Automatic instantiation by
the Unified Resource Manager

* New Systems Management APIs added

SHARE
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z/VM SMAPI Servers

« VSMGUARD The VSMGUARD sever is a new worker server that provides
better resiliency and error recovery. You start this server and it automatically
start the remaining SMAPI servers and management guest. Unlike the worker
servers, VSMGUARD does not process any request.

* VSMREQIM The VSMREQIM is a AF_MGMT request server. The
AF_MGMT request server is used to communicate between the support
element and the z/VM SMAPI server environment, only when z/VM is managed
by the Unified Resource Manager. There can be one and only one AF_ MGMT
request server

* VSMREQI6 VSMREQI6 is the AF_INETG6 request server. This server
handles requests over the IPV6 sockets

« VSMREQIN VSMREQIN is the AF_INET request server. This server handles
request over the IPV4 sockets

* VSMPROXY VSMPROXY is the AF_SCLP request server. This server is
used for communication between the support element and the z/VM SMAPI
server environment. There can be one and only one AF_SCLP server

SHARE
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z/INM SMAPI Servers & Management Guest ",.

VSMREQIU VSMREQIU is the AF_IUCV request server. There can be one
or more AF_IUCV request servers.

VSMWORK1 VSMWORKT1 is the short call request server. It is one of the
three default worker servers. There must always be at least one short call

worker server. The default SFS directories are owned by the “short call”
request server VSMWORK1.

VSMWORK2 VSMWORK?2 is a long call request server. This is the one of two
long call request servers. If all the request servers are busy, the request will be
queued until on becomes available.

VSMWORK3 VSMWORKS is a long call request server. This is the one of two
long call request servers. If all the request servers are busy, the request will be
queued until on becomes available.

ZVMLXAPP ZVMLXAPP is a the new Management Guest. The Management
Guest is automatically instantiated by the Unified Resource Manager. It is also

part of the INMN network communication past to Linux guest.
SHARE
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z/NNM Ensemble Management (INMN) Infrastructure SR

Teshaglogy - Goeseclions - Results
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z/NNM Ensemble IEDN Infrastructure Options

ISOLATE = Optional

10 GbE
Wrap Plugs
-
Required

If no zBXI
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Preparation for Enabling z/VM suARE

Techaglogy + Cormeclions - Resulls

e References

* CP Planning and Admin Guide (SC24-6178-01) Chapter 16 for all the
detailed installation steps

* z/VM System Management Application Programming (SC24-6234-01)

e Software

* zVM 6.1, current RSU, + VM64822, VM64904, VM64917, VM64956,
VM64957

* Check zVM prereq URL for the latest list
http://www.vm.ibm.com/service/vmrequrm.html

* System z bundle 41z or higher

* Hardware
* OSX and OSM CHPIDs genned and cabled

SHARE
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Q OSA TYPE ENSEMBLE

OSA
OSA
OSA
OSA
OSA
OSA
OSA
OSA
OSA

2300
2301
2302
2303
2304
2305
2306
2307
2308

OFFLINE
OFFLINE
OFFLINE
OFFLINE
OFFLINE
OFFLINE
OFFLINE
OFFLINE
OFFLINE

DEVTYPE
DEVTYPE
DEVTYPE
DEVTYPE
DEVTYPE
DEVTYPE
DEVTYPE
DEVTYPE
DEVTYPE

IEDN
IEDN
IEDN
IEDN
IEDN
IEDN
IEDN
IEDN
IEDN

CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID

18
18
18
18
18
18
18
18
18

0SX
0SX
0SX
0SX
0SX
O0SX
0SX
0SX
0SX

Techaslogy - Goeselions - Results
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Validate OSX/OSM devices are available

ey

Continued ..

OSA
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OSA
OSA
OSA
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OSA
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CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
CHPID
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Setup IEDN & INMN VSWITCH Controllers suARE

nnnnnnnnnnnnnnnnnnnnnnnnn

* Steps
* Add directory entries
Format 191 “a” disks
Copy PROFILE EXEC from TCPMAINT

Define “server” configuration files on TCPMAINT for the
controllers

Update obeyfile authorizations
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LE R
> 09 4

DTCENS1 Directory Entry

00001 USER DTCENSH1 2|v| 128M BG
00019 MDISK 191 3390 R READ
WRITE MULTIPLE

i
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LE R
> 09 4

DTCENS?2 Directory Entry

00001 USER DTCEN8232M 128M G

00010 MDISK 191 3390166 5 LX4U1RMR READ WRITE
MULTIPLE

i
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Configure DIRMAINT Authorizations

- SHARE
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DIRMAINT AUTHFOR CONTROL Additions

ALL VSMWORK1 * 140A ADGHMOPS
ALL VSMWORK1 * 150A ADGHMOPS
ALL VSMWORK2 * 140A ADGHMOPS
ALL VSMWORK2 * 150A ADGHMOPS
ALL VSMWORKS3 * 140A ADGHMOPS
ALL VSMWORKS3 * 150A ADGHMOPS
ALL VSMGUARD * 140A ADGHMOPS
ALL VSMGUARD * 150A ADGHMOPS

Techaglogy + Cormeclions - Resulls
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ALLOW_ASUSER_NOPASS_FROM= VSMWORK1 *
ALLOW_ASUSER_NOPASS_FROM= VSMWORK2 *
ALLOW_ASUSER_NOPASS_FROM= VSMWORKS *
ALLOW_ASUSER_NOPASS_FROM=VSMGUARD *

SHARE
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Enabling z/VM SMAPI| and Manage Guest Server ’ﬁ

SHARE

llllllllll - Goraelions - Results

* Ensemble Port = “55555” needs to be added to DMSSICNF COPY file
on MAINTS 193

* Add the VSMREQI6, VSMREQIM, ZVMMAPLX, and VSMGUARD
directory entries

* Propagate sample PROFILE EXEC (VSMREQIN SAMPPROF) to the
request servers (VSMREQIN, VSMREQI6, VSMREQIU, VSMPROXY,
VSMREQIM)

* Propagate sample PROFILE EXEC (VSMWORK1T SAMPPROF ) to
Guard and Worker Servers (VSMGUARD, VSMWORK1, VSMWORK?2,
VSMWORKS3)

* IMPORTANT! —=You need to replace existing PROFILE EXECs with the
updated version

SHARE
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Z\VMMAPLX Directory Entry i

Techaglogy + Cormeclions - Resulls

00001 USER ZVMLXAP 024M 2048M G

00002 COMMAND SET D8ONETMD * OFF

00003 COMMAND SET RUN ON

00004 COMMAND TERM LINEND #

00005 CMD SET VSWITCH DTCINMN GRANT ZVMLXAPP OSDSIM ON
00006 CMD DEFINE VSWITCH SW2 TYPE INMN ETHERNET
00007 CMD SET VSWITCH SW2 GRANT ZVMLXAPP OSDSIM ON
00008 CMD SET VSWITCH SW2 UPLINK NIC ZVMLXAPP 200
00009 CMD DEFINE NIC 100 TYPE QDIO

00010 CMD DEFINE NIC 200 TYPE QDIO

00011 CMD COUPLE 100 TO SYSTEM DTCINMN

00012 CMD COUPLE 200 TO SYSTEM SW2

00013 COMMAND SPOOL CONS START *

00028 MDISK 0191 33902325 010 LX4W02 MR

SHARE

2011



Enabling z/VM ... Next steps e

Techaglogy + Cormeclions - Resulls

* Install TCP DATA on A disk of AF_ MGMT server
(VSMREQIM)
* Update the TCP DATA to point to DTCENS1

* Authorize Management Guest (ZVMMAPLX) and
VSMPROXY to perform all SMAPI functions

SHARE
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Authorize the Management Guest

Logon to the VSMWORK1 guest
Issue the following commands

. #CP IPL CMS

. acc (noprof

. set filepool VMSYS

. access VMSYS:VSMWORK1. B
. Xxedit vsmwork1 authlist B

Techaglogy « Corselions « Rasulls

SHARE

2011



LA AL 000000000
9

Authorize the Management Guest = A

MOVE

===== MAINT ALL
===== VSMPROXY ALL
===== ZVMLXAPP ALL
=====***End of File * * *

SHARE
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Authorize the Management Guest = e

* 8. Repeat the VMSPROXY line and add ZVMLXAPP as
shown

* 9. Issue the “file” subcommand to save the changes
10.Issue #CP IPL CMS to restart VSMWORK"1
11.lssue #CP DISCONNECT

* Note: It is suggested to repeat an existing line in the file and
alter the server name

SHARE
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Enabling z/VM ... Nextsteps = S

Update DMSSISVR NAMES as a local modification using
the “automated local modification procedure”

Issue enrolls and grants for VSMGUARD

Authorize VSMGUARD as an ADMIN in DMSPARMS for
VMSERVS 191

Enroll VSMWORK and Request servers

SHARE
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z/\VVM Local Modification SHARE

z/VVM Guide for Automated Installation and Service -
Appendix D

Begin by ensuring the MAINT 512 disk is accessed as the D
disk
Next issue: localmod CMS DMSISVR NAMES

Ensure all 13 entries shown in the CP Planning & Admin
Guide Chapter 16 are merged in to the file

* Default AF_INET Server * Guard Server

* AF_INET6 Server * Default Short Call Server

* Default AF_IUCV Server * Default Long Call Server 1
* Default AF_SCLP Server * Default Long Call Server 2
* Management Network Server ™ Primary Vswitch Controller
* Management Guest * Backup Vswitch Controller

SHARE
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z/NVM Local Modification SHARE

 After saving the changes
* Run: service CMS build
* When complete run: put2prod

SHARE
» inOrlando
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Enroll & Grant VSMGUARD s

Techaglogy + Cormeclions - Resulls

ENROLL USER VSMGUARD VMSYS:

GRANT AUTHORITY VMSYS:VSMWORK1. TO
VSMGUARD (WRITE NEWWRITE

GRANT AUTHORITY VMSYS:VSMWORK1.DATA TO
VSMGUARD (WRITE NEWWRITE

GRANT AUTHORITY * * VMSYS:VSMWORK1.DATA TO
VSMGUARD (WRITE

GRANT AUTHORITY * * VMSYS:VSMWORK1. TO
VSMGUARD (READ SHARE
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VSMGUARD ADMIN authority in DMSPARMS

* On VMSERVS 191 minidisk

00000 * * * Top of File * * *

00001 ADMIN MAINT 6VMTCP10 VSMGUARD
00002 NOBACKUP

00003 SAVESEGID CMSFILES

00004 FILEPOOLID VMSYS

00005 USERS 100

00006 * * * End of File * * *

SHARE
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Enrolling Request and Worker Servers SRR

Techaglogy + Cormeclions - Resulls

enroll user vsmreqin vmsys:
enroll user vsmreqi6 vmsys:
enroll user vsmreqiu vmsys:
enroll user vsmproxy vmsys:
enroll user vsmregim vmsys:
enroll user vsmwork1 vmsys:
enroll user vsmwork2 vmsys:
enroll user vsmwork3 vmsys:

SHARE
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How to operate this new infrastructure? SwARE

Techaglogy + Cormeclions - Resulls

To start the SMAPI servers, XAUTOLOG VSMGUARD

To automate, add it to the PROFILE EXEC of AUTOLOG1 or
AUTOLOG2

VSMGUARD will start the SMAPI servers and the
Management Guest will start automatically.

Do NOT add the new vswitch controllers to your AUTOLOGX
or other automation, they will be automatically started when
the management guest starts.

ZVMLXAPP can be restarted via zManager

SHARE
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Validating the configuration

q vmlan
VMLAN maintenance level:
Latest Service: VMB4780
VMLAN MAC address assignment:
System MAC Protection: OFF
MACADDR Prefix: 020000 USER Prefix: 020000
MACIDRANGE SYSTEM: 000001-FFFFFF
USER: 000000-000000
VMLAN Unified Resource Manager status:
Hypervisor Access: YES Status: MANAGED
ID: 52BD737254BF11E0OB85A0010184CB262
MAC Prefix: 023CS0
VMLAN default accounting status:
SYSTEM Accounting: OFF USER Accounting:
VMLAN general activity:
PERSISTENT Limit: INFINITE Current: 5
TRANSIENT Limit: INFINITE Current: O
Ready; T=0.01/0.01 16:18:45




Validating the configuration

q vswitch dtcinmn

VSWITCH SYSTEM DTCINMN Type: INMN
PERSISTENT RESTRICTED ETHERNET
VLAN Unaware
MAC address: 02-3C-90-00-00-01
State: Ready
IPTimeout: 5
Isolation Status: ON

Uplink Port:

QueueStorage: 8

RDEV: 236D.P0O0Q VDEV: 236D Controller: DTCENS1
RDEV: 234D.P0O0Q VDEV: 234D Controller: DTCENS1

Connected: 2 Maxconn: INFINITE

Accounting: OFF

MAC Protection: Unspecified

BACKUP

SHARE
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Validating the configuration

q vswltch sw2

VSWITCH SYSTEM SW2
PERSISTENT RESTRICTED
VLAN Unaware

Type: INMN
ETHERNET

MAC address: 02-3C-90-00-00-03

State: Ready
IPTimeout: 5 QueueStorage:
Isolation Status: ON
Uplink Port:

NIC: ZVMLXAPP VDEV: 0200

Connected: 1

MAC Protection:

8

Maxconn: INFINITE
Accounting: OFF

Unspecified

SHARE
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Validating the configuration

q controller
Controller DTCVSWZ2 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP L INKARGG ISOLATION
NO_ENSEMBLE NO_INMN
SYSTEM VSWITCH1 Primary Controller: <{list> VDEV:
Controller DTCVSW1 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP L INKAGG ISOLATION
NO_ENSEMBLE NO_INMN
SYSTEM VSWITCH1 Backup Controller: <list> VDEV:
Controller DTCENS1 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP L INKAGG ISOLATION
ENSEMBELE INMN
SYSTEM DTCINMN Primary Controller: DTCENS1 VDEV:
SYSTEM DTCINMN Backup Controller: DTCENS1 VDEV:
Controller DTCENSZ2 Available: YES VDEV Range: x Level
Capability: IP ETHERNET VLAN_ARP GVRP LINKAGG ISOLATION
ENSEMBLE NO_INMN




LA AL 000000000
' &

Validating your configuration suaRE

Teshaglogy - Goeseclions - Results

q auth vmsys:vsmworkl.
Directory = VMSYS:VSMWORKI.
Grantee NR NW
MAINT
VSMWORK1
VSMGUARD
VSMPROXY
VSMREQIM
VSMREQIN
VSMREQIU
VSMREQI6
VSMWORKZ
VSMWORK3

PR X X X X X X
|
UK X K X K X XX

SHARE

2011



Validating your configuration i

Teshaglogy - Goeseclions - Results

g auth vmsys:vsmworkl.data.
Directory = VMSYS:VSMWORKI.DATA

Grantee R W NR NW
MAINT X X X X
VSMWORKI X X X X
VSMGUARD X X X X
VSMPROXY X X X X
VSMREQIM X X X X
VSMREQIN X X X X
VSMREQIU X X X X
VSMREQI6 X X X X
VSMWORKZ2 X X X X
VSMWORK3 X X X X

SHARE
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Validating your configuration

hetstat
VM TCP/IP Netstat Level B10 TCP/IP Server Name: TCPIP

Active IPv4 Transmission Blocks:

User Id Conn Local Socket Foreign Socket

INTCLIEN 1006 x, , TELNET .

INTCLIEN 1007 9.12.4.189. . TELNET . 76.158.39..50358
VSMREQIN 1002 x, 44444 X

VSMPROXY 1003 x, , 555655 C X

Active IPvB Transmission Blocks:

User Id Conn

VSMREQIG6 1001 Listen
Local Socket: X, , 44445
Foreign Socket: x.. x

Listen
Established
Listen
Listen
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Validating your configuration sHARE

Techaglogy + Cormeclions - Resulls
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Validating your configuration

Teshaglogy - Goeseclions - Results

SCZP301:A17 Details - SCZP301:A17

Instance
Information

Acceptable
Status

Description:

H]'rpervimr
Information

Virtual Server shutdown timeout (seconds): [300
Management Guest IPv6 Address: feg0:0:0:0:d2 dbff:fel0:5

—_—

Apply

Change Options._

Cancel

Help

The IPV6 IP address will display when the management guest is activated and
zVM is part of the Ensemble

SHARE
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Implementation Tips ==

SHARE
Techaslogy - Goeseclions - Results

Existing SMAPI servers need their existing PROFILE EXECs
updated

You can NOT manually define via CP commands an IEDN
vswitch and attach to a guest. This must happen via
zManager

z/NVM Ensemble configuration and logging in VMSY'S file
system. Back it up with the rest of your system.

Resources must work without zManager if they are going to
work with zManager. (ie FCP devices must be able to
access LUNs without zManager if they are going to be able
to do it with zManager)

Console output from VSMGUARD, VSMWORK1, and
VSMREQIU can hold clues if you have trouble. SHARE
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Implementation Tips .

Techaglogy + Cormeclions - Resulls

* If you vary all devices offline in the SYSTEM CONFIG and
then vary on only the ones you know about, zManager
defined FCP devices could be a problem. You may want to
have a predefined range of devices for this

* zManager is not a RACF security administration application.
DIRMAINT actions driven by zManager can still invoke the
DIRMAINT RACEF interface.

e |f ZVMLXAPP does not start, the other SMAPI service
machines will not be started.

SHARE
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Once setup, Possible Next Steps

Techaglogy + Cormeclions - Resulls

* Define IEDN Virtual Switches via Unified Resource
Manager

* Define disk storage resources in the Unified Resource
Manager

* Define virtual server containers for Linux guests or migrate
existing guest

* Manage guest resources via Unified Resource Manager

SHARE
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* Only one resource manager at a time

* If you are managing a guest with VMRM don’t enable
zManager to also manage its resources at the same time

* Enable one or the other, not both

SHARE
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Ensemble Enabling Linux on System z Guests

Teshaglogy - Goeseclions - Results

ARE
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Linux considerations for residing in an L
Ensemble

* Native OSX interfaces are supported by the more recent
kernel levels (RHEL 6.1, SLES 10 SP3, SLES 11 SP1).

* Keep this in mind when installing, you won't find that OSX
OSA, unless the kernel has OSX support

* Might need to add a udev entry for OSX devices

* Utilize OSDSIM support when you can'’t get to the latest
kernel level

* If your Linux network configuration contains a MAC,
remove it.
The ensemble could assign a different MAC next time
If that macs don’t match, you won'’t be able to communicate

SHARE
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OSX Interface Defined to Virtual Server

é Virtual Server Details - LBSZWAS2 [SCZP301:A12:VMLINUX9]

MAC Prefix:

Network Adapters:

Techalogy « Corseclines « Rasulls

MName ” Status ” Processors H Memory I Network [ Storage ” Options ” Workloads ” Performance I

02:3c:90:00:00:00/24

Select Virtual Device

Device Count 1Y€ Switch  Port Mode Network

@ 600 3 OSX IEDN250 Access

LBS VLAN 250

| Tdhar 1

| Add | | Edit | Remove |

| Manage Virtual Networks |

_OK | _Apply | | Cancel | Help |

SHARE
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Installer Boot With OSX Interface SHARE

3) NFS
4) SMB / CIFS (Windows Share)
5) TFTP

> 15:27:02 1
Detecting and loading network drivers

hetiucv.8dbB2b: driver initialized

Choose the network device.

1) IBM IUCV
2) IBM IUCV
3) IBM Iucv

>

*The SLES 11 SP1
Installer System will NOT
find an OSX interface

Install with OSD Interface
and add or convert
existing after supporting
kernel level is in place

SHARE
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Boot with same interface defined as OSD

1
Detecting and loading network drivers

netiucv,.8db02b: driver initialized

Choose the network device.

1)
2)
3)
4)
5)
6)

>

IBM
IBM
IBM
IBM
IBM
IBM

0SA Express Network card (0.0.0600)
0SA Express Network card (0.0.0601)
0SA Express Network card (0.0.0602)
IUCcv
IUCcv
IUCyY

If the Network
Adapter is
redefined as OSD
instead of OSX
(Utilizing
OSDSIM) the
OSA devices are
discovered

SHARE
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Layer 2 MAC Address s

Techaglogy + Cormeclions - Resulls

* The layer 2 MAC address can be automatically recorded in

the /etc/sysconfig/network scripts when the interface is
configured.

* The virtual MAC assigned to the guest by the Unified
Resource Manager may change

* Remove the LLADDR entry from your IEDN interfaces

* An update to Linux should be available to correct this
behavior
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Sample script with MAC coded

cat 1fcfg-ethD
BOOTPROTO="static’
IPADDR="172 .27 .250.7/24"'
BROADCAST="172.27.250.255"
STARTMODE="onboot'

LLADDR="02:3c:90:00:00:0e"
NAME="'0SA Express Network card (0.0.0600)"
lbxzwasl:/etc/sysconfig/network H

SHARE
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The LLADDR can be removed :

:56 cp ifcfg-eth® backup-ifcfg-ethO

:56 lbxzwasl:/etc/sysconfig/network # 16:04:36 sed '/LLADDR/d' backup-ifcfg
> ifcfg-ethO

16:04:36 sed '/LLADDR/d' backup-ifcfg-ethO > ifcfg-e <work # sed '/LLADDR/d' bac

kup-ifcfg-ethd > ifcfg-et 310]
16:04:36 lbxzwasl:/etc/sysconfig/network H

SHARE
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cat 1ifcfg-ethi

BOOTPROTO="static'
IPADDR="172.27.250.7/24"
BROADCAST="172 .27 .250.255"

STARTMODE= "'onboot'

NAME="0SA Express Network card (0.0.0600)"
lbxzwasl :/etc/sysconfig/network H

SHARE
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Migrating an Existing Virtual Server suane

Techaglogy + Cormeclions - Resulls

* You could either create new guest containers and copy or
point them at existing disk storage

* Or you can migrate them directly to be “Managed” by the
Unified Resource Manager

* You do NOT have to migrate all guests. You may chose to
just migrate the ones you want.
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Migrating an Existing Virtual Server swane

Techaglogy + Cormeclions - Resulls

Hardware Management Console

Virtual Server Details

& Ensemble Management = ITSO Ensemble = Members = SCZP301
Virtual Servers Hypervizors Blades || Topology
B welcome
b |y - F ) :
[H Systems Management W = @I ¥ T J) |2 ﬁ ﬁ - | Filter Tasks = Views w
g [-% Ensemble Management Select -~ | Name ~ | Status - | Processors - | Memory (MB) - | Type
= Eﬁ TS0 Ensemble L B A2 W operating 2V
= B4 | | |
: Embers a B o a2 inage Detais b ZVM
SCZP3IM
=1 [F 19 LB Toggle Lock 1 1,500 z'VM
Eﬂ? Worklpads @' ] ‘
[F] e Daly * 1 1 1,500 z/VM
_..E..'.. HMC Management _ Recovery ]
" | & Le _ ated 1 1,500 zVM
j—ﬁu Service Management [ . Leiis »
40 LN Operational Customization p fated 1 1,024 zVH
fasks Index O VNP Configuration b ichoose z/VM Virtual Servers to Manage 2V
] B.1.01 = Operati Manage Storage Resources L -
O = | Manage Virtual Switches Choose z/VM Virtual Serv
E F‘* B.1.02 Operatil 0 o Virtual Server are to be managed by thit
] B.1.03 B operating B 32,768 PowerVi
— — A =
Max Page Size| 30 Total: 13 Filtered: 13 Selected: 1
L= ]
Tasks: A12 -
!IE"E‘ET EII_Etﬂi}If Recovery
oggle Loc
Daigl‘g_.r Service
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Migrating an Existing Virtual Server

ﬁ Choose z/VM Virtual Machines to Manage - SCZP301:A12

Select or deselect the zWVM virtual machines that are to be managed by this
console.

B [ [

d )

Virtual Machine Name |

Select
|

GorRAUMIN
IBMUSER
IMAP
IMAPAUTH
LBSOVS
LBSZWAST
LBSZWAS?Z
LBSZWAS3
LDAPSRV
LGLOPR
LNXMNT
LPSERVE
MAINT
MIGMAINT
MONWRITE
MFPROUTE
NAMESRV
NDBPMGR
NDBSRV01
NOBODY

A

<

K

1

-~

ol O OO0 0000 O O|n; O & & & OO O

age1of1 |

| Total 125 Filtered: 125 Displayed: 125 Selected: 4

L OK | Cancel | Help |

—

=

SHARE
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Migrating an Existing Virtual Server

ﬁ Choose z/\VM Virtual Machines to Manage - SCZP301:A12

Select or deselect the zVM virtual machines that are to be managed by this
console.

g @ 2 )

e W

GSKADMIN
IBMUSER
IMAP
IMAPAUTH
LBSOVS
LBSZWAS1
LBSZWASZ
LBSZWAS3  4—
LDAPSRV
LGLOPR
LNXMNT
LPSERVE
MAINT
MIGMAINT
MONWRITE
MPROUTE
NAMESRV
NDBPMGR
NDBSRVO01
NOBODY

111

-

=IO (OO 000|000 (& OO0 & R R O O O O

age 1 of 1 | \ Total: 125 Filtered: 125 Displayed: 125 Selected: 5

% _ Cancel | Help |

—

=

SHARE
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Migrating an Existing Virtual Server

Hardware Management Console

Virtual Server Detailz

SHARE

Techaglogy + Cormeclions - Resulls

«

B Welcome
|E Systems Management

& & ensemble Management
= [B ms0 Ensemble
= FJ members
H sczrani
E‘-* Workloads

E.. HMC Management
g—@En Service Management

Tasks Index

==

Ensemble Management = ITS0 Ensemble = Members = SCZIP301

Virtual Servers | Hypervisors

Topology

= % SR F @ @' ﬁ + | Filter Tasks » Views »
Select ~ | Name Status -~ | Processors - | Memory (MB) A | Type ~ | Auto Start €

O & Az B operating ZMVH

2 ‘E' & A12E] & operating ‘ZNHI |
r & LBsovS & operating 1 1,500 z/VM

[ 4 LBSZWAS & not Activated 1 1,500 Z/VM

O & LBszwAs2 & ot Activated 1 1,500 2/

[F] & 1Bszwasy Gty 1 1,500 z/VM

4] & LoaunT & ot Activated 1 1,024 z/VM

[F] &b A17 & operating ZIVH

O B.1.01 & operating 8 32,768 PowerVi

| B.1.02 B operating 8 32,768 PowerVM

O B.1.03 & operating 8 32,768 PowerVi

| B.1.04 B operating 8 32,768 PowerVM

O B.1.05 B operating 8 32788 PowerVM

[F] B.1.10 & operating 8 32,768 PowerVM

Max Page Size{90 | | Total 14 Fitered: 14 Selected: 1
=

Tasks: A12

Image Details
Toggle Lock

Daily

Recovery

Service

SHARE
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Migrating an Existing Virtual Server

g Virtual Server Details - LBSZWAS3 [SCZP301:A12:VMLINUXS]

Name | Status | Processors | Memory | Network | Storage | Options | Workloads || Performance

Hypervisor name: A12
Hypervisor type: Image

UuID: 9ef08110-bfab-11e0-9a56-0011637fb4d
Name: *LBSZWAS3
Description:

[l Lock out disruptive tasks

OK |  Apply | | cancel |  Help |

Once a guest is
known to the
Unified Resource
Manager as a
Virtual Server, you
can change its
configuration from
the Unified
Resource Manager
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s0880808 5

b p 4
e ‘$\: - _

= = = = = — =
Migrating an Existing Virtual Server SMARE
g Virtual Server Details - LBSZWAS3 [SCZP301:A12:VMLINUX9]
Mame | Status | Processors | Memory | Network | Storage | Options | Workloads || Performance When m|grated
MAC Prefix: 02:3c:90:00:00:00/24 thlS gueSt had
Network Adapters: no NICs defined
Select Egﬂ”ﬁ; gﬁ:’ﬁe Type Switch Port Mode Network VLANIDs CHIPID Eiwa.'ce ‘ to it, so we will
| Total 0 | a_dd two of t_hem
Add | [ Edit |[ Remove | via the Unified
| Resource
Manage Virtual Networks
Manager
3

OK | Apply | Cancel | Help |

SHARE
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Migrating an Existing Virtual Server suARE

g Virtual Server Details - LBSZWAS3 [SCZP301:A12:VMLINUX9]

Mame | Status | Processors | Memory | Network | Storage | Options | Workloads | Performance

MAC Prefix: 02:3c:90:00:00:00/24
Network Adapters:
Select| JMBl Pevice o (e ieh | Port Mode | Network VLAN IDs| cHipiD Re@!
Device  Count ype Device
@ 600 3 0SD IEDN250 | Access LBS VLAN 250
@ 700 3 0SX IEDN251 Access LBS VLAN 251
Total: 2

' Add | Edit | Remove |

' Manage Virtual Networks |

_OK | _Apply | Cancel | | Help |

SHARE
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The Guest Platform Management Provider  s®a=s

* Provides more detailed level performance data from the
guest operating system

 Connects to the INMN

Optional, but is required if you want to feed Application
Response Measurement data (ARM) to the zManager

Is provided via the zManager code stream

SHARE
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Enabling INMN on Linux for System z

. u Virtual Server Details - ZWASS1 [SCZP301:A17:VMLINUX4]

Mame | Status | Processors | Memory | Network | Storage | Options | Workloads | Performance

Fassword:

NOPASS

Privilege classes: +G

IPL device:
IPL load paran
IPL paramester.

Enable GF
GPMP wersion

Add BMC Device

In order to support the Guest Platform Management Provider, a
resource menitoring and control netwaork device will be added to
this virtual server.

Device +1000

Count 3
Type RMC %
. OK | Gancel

OK Apply

Cancel | Help ‘




Enabling INMN on Linux — Yast Example suARE

5/390 Device

Port Name
0

Options

[ 1 Enable IPR Takeover

[x] Enable Tayer 2 Support
Layer? MAC Address

Read Channel Write Channel “hannel

0.0 lpl—i—————————————— . 0 100k

*‘Remember we do not want to code a MAC address in the
configuration files. The Ensemble could assign a different
virtual MAC the next time this guest is started.

Communications would fail if we tried to assign a different

MAC SHARE
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Enabling INMN on Linux for System z suane

Network Card Setup
General—Address—Hardware

( )} No IP BAddress (for Bonding Devices)
(X) Dynamic Address

e

Zerocont: 2 DHCP wersion 6 onl
( ) Statically assigned IP Rddress

Additional Addresses

Alias Name|IP Rddress|Netmask

*Utilize “Zeroconf” to dynamically assign the IP address

*The assignment is made by the Ensemble

SHARE
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Validating INMN on Linux for System z sHARe

Techaslogy - - st

-255.255.0.0
SN R SN

inete _ddr: : At =
UP BROADCAST RUNNING MU CAS J- atric:1

RX packe 0 errors:0 dropped:0 overruns:0 frame:(
11 errors:0 « ed:0 overruns:0 carrier:(
=0 '

SHARE
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Validating INMN on Linux for System z sHARE

uuuuuuuuuuuuuuuuuuuuuuuu

SCZP301:A17 Details - SCZP301:A17

Instance

Acceptable
Information

Hypervisor
Status

Information

Description:

Virtual Server shutdown timeout (seconds): (300

Management Guest IPv6 Address; fe80:0:0:0:d2:dbff:fe0017

Apply Change Options... Cancel Help L%‘

- SHARE
'eee® inOrlando
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time=0.0
time=0.092
time=0.
time=0.09

5 from
from

-5 from
s From

ct
rt

'_l
Il

Hh Hh
M (O (M D O (]
'_l

'_l
e ot
ot

I K
4
4
4
4
4
4

0O O S O

FeB0:0:0:0:d2:dbff:fe00:17 ping
6 packets transmitted, 6 eived,
rtt min/avg/max/mdev = 0 /1.460/8.2

*Here we ping the IPV6 address of the management
guest (ZVMLXAPP) from the previous slide

*The INMN interface is also coded on this ping
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Wa ~ # rpm -ivh http://[fe80:0:0:0:d2:dbff:fe00:
Retrieving http://[feB0:0:0:0:dZ:dbff:fel0:17%eth3] :60/gpmp. X
Preparing. .. FhE#AFF b HA SR A A A A A A R AR RS [100%]

1 :gpmp FEEH A e [100%]
Making group ibmlarm
Creating user ibmlarm with default group ibmlarm
Making group ibmgpmp
Creating user ibmgpmp with default group ibmagpmp
Adding user ibmgpmp to group ibmlarm
Running ldconfig to set up ARM libraries... Done with ldconfig.
Fixing permissions
chown ibmgpmp:ibmgpmp /opt/ibm/gpmp
chmod 555 /opt/ibm/qpmp

*The installation of the GPMP rpm is performed by
retrieving the code from the Management Guest

SHARE
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Enabling the GPMP on Linux for System z

chown ibmgpmp:ibmgpmp /opt/ibm/gpmp/CollectFFDC.sh /opt/ibm/gpmp/armsad /opt/ibm/gpn
k /opt/ibm/gpmp/gpmpmain [opt/ibm/gpmp/gpmpsad /opt/ibm/gpmp/gpmpshm /opt/ibm/gpmp/
tall-config /fopt/ibm/gpmp/post-uninstall fopt/ibm/gpmp/shmdump

chmod 550 fopt/ibm/gpmp/CollectFFDC.sh /opt/ibm/gpmp/armsad /opt/ibm/gpmp/gpasetuid
pmp/gpmpmain /opt/ibm/gpmp/gpmpsad /opt/ibm/gpmp/gpmpshm /opt/ibm/gpmp/java fopt/ibn
Jopt/ibm/gpmp/post-uninstall /opt/ibm/gpmp/shmdump

chmod 555 fopt/ibm/gpmp/java

chown ibmgpmp:ibmgpmp /var/opt/ibm/gpmp

chmod 770 fvar/opt/ibm/gpmp

chown ibmgpmp:ibmgpmp /opt/ibm/gpmp/java/armd.jar

chmod 444 /fopt/ibm/gpmp/java/armd.jar

chown ibmlarm /usr/sbin/lsarm

chgrp ibmlarm /usr/sbin/lsarm

chmod 550 /usr/sbin/lsarm

chown ibmlarm:ibmlarm /var/opt/ibm/arm/

chmod 770 fvar/opt/ibm/arm/

chown ibmlarm /opt/ibm/gpmp/gpmpshm

chgrp ibmlarm /opt/ibm/gpmp/gpmpshm

chmod 6550 fopt/ibm/qgpmp/gpmpshm

chown root Jopt/ibm/gpmp/gpasetuid

chmod 4550 /opt/ibm/gpmp/gpasetuid

adding the gpmpcheck process to crontab for user ibmgpmp.

Note: Run /Jfopt/ibm/gpmp/post-install-config to grant permissions
to other users to access GPMP and ARM components. Currently, only the
ibmgpmp user has all the necessary access permissions.




wassl:~ # su ibmgpmp -c¢ "/opt/ibm/gpmp/gpmp start™

FEW6101I The guest platform management provider is starting.
jassl:~ # su ibmgpmp -c "/opt/ibm/gpmp/gpmp autostart on"

FEWEUH“I Setting guest platform management provider autostart on.

* The gpmp is started with the ibmgpmp userid

* The second command will cause it to “autostart” on subsequent
IPLs

* You can not start the GPMP under the root userid

SHARE
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Enabling the GPMP on Linux for System z

4668

4681

1
1
1
1
1
1
1
4
1
1
71
1

]

ttyS0

-
3

pts/0

/sbin/autoip -B eth3
pickup -1 -t fifo -u
Jmar -1 -t fifo -u
[Flush-253:0]
gpmpmain daemon

ps -ef

SHARE
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Enabling ARM, WebSphere on Linux for System z

Wasg 'f“;u;_EW.”ut«;““?afép;::_fu_.;’“f_ _____ AppSrv0l/bin # /opt/ibm/gpmp/post-install-config
GEMP configuration:

Default GPMP owner: ibmgpmp
Default GPMP group: ibmgpmp
Default ARM owner: ibmlarm
Default ARM group: ibmlarm

You can change these walues by specifying different answers below.
In addition, you can add additicnal users to the above named groups.

Default user for GPMP processes? [ibmgpmp]

Default group for GPMP access? [ibmgpmp]

Users to be granted access to GEMP? (comma separated) []

Default owner for Lightweight ARM shared memory? [ibmlarm]
Default group for access to Tightweight ARM data? [ibmlarml]

Users to be granted access to BRRM data? (comma separated) [] root

Lbout to change GPMP configuration:

Default GPMP owner: ibmgpmp

Default GPMP group: ibmgpmp

Additional users granted access to GPMP:
Default ARM owner: ibmlarm

Default ARM group: ibmlarm

Additional users granted access to BRM: root

Is this okay? [default is NQO] yes
Proceeding with re-configuration.

Adding user root to group ibmlarm

Note: If any of the users you listed have active sessions,
they will need to log out and back in for the changes to take effect.




Enabling ARM, WebSphere on Linux for System z

Application servers

Application servers > serverl > Process definition > Java Virtual Machine > Custom properties

= )

SHARE

Techalogy « Corseclines « Rasulls

a5 |

Use this page to specify an arbitrary name and value pair. The value that is specified for the name and value pair
is a string that can set internal system configuration properties.

[ Preferences

| New || Delete |

& 0=

Select Name & Value £ Description
You can adminiskter the following resources:
[] com.ibm.security.jgss.debug off
|:| com.ibm.security kb5 KrbShebug off
|:| com.ibm.weabsphere.pmi.regmetrics.PassCorrelatorToDB | truea <
/

|:| wis.exk.dirs

Jopt/ibm/gpmp/java /

Total 4

ARE
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Enabling ARM, WebSphere on Linux for System z =

Request Metrics

SHARE

Techalogy « Corseclines « Rasulls

Request metrics tracks each individual transaction in WebSphere Application Server, recording the response time of the major components such as
time in the Web server or in the Enterprise JavaBeans (EJB) container, Use this peae to enable reqguest metrics, select the components that are

instrumented by request metrics, set trace levels, enable standard logs. enable Application Response Measurement (ARM]. specify the type of ARM
agent, and specify the ARM transaction factory implementation class name.

Configuration

Cenaral Propartios

Frepare Servers for Reguest metrics collection

Campanants to bz instrumeantad

O None
@ Al
O Custom

AsyncBesns

4 (o]

Regquest Metrics Destination

D Standard Logs

Application Response Messurement{ARM] =gent
Agent Type
ARM40 ha
ARM transaction factory implementation class name
| c omubmad maarmd 0S DK .tri|

Additional Propertias

Reguest Metrics Destination

w'

Standard Logs

Application Response Measurement{ARM) agent
Agent Type

ARMA4D |

ARM transachion factory implementation class name
£ om. bmnesd mMaarmE S DK i




WAS LIBPATH=" "/bin Update WAS

NLSPATH=/usr/lib/nls/msqg/%L/%N:/usr/lib/nls/msg/en US/%N: setu p CmdLine.sh
Add :/usr/lib64
Linux) To WAS_LIBPATH

"/bin:/usz/1ibos

NLSPATE=/usr/1lib/locale/%sL/

JAVA HIGH ZIPFDS=

5un0s)
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.-"._.'pt.' IEH.J 'IHLL.thr-:qup erve 1L-Z'I_11 e5 aEszu rv01/logs/serv
Reading configuration for server: serverl
RDMTT .L.LIIII Server launched. Walting for initialization s 15 .
ADMU3000T: Server serverl open for e — ess; process 1d 15 6240
sgl:/opt M/ We iere/AppServer/profiles/AppSrvil/bin fusr/sbin/lsarm -a

SHARE

2011



References = e

z/NVM CP Planning and Administration Guide SC24-6178-01

z/NNM CP Commands and Utilities Reference SC24-6175-01

z/VVM Directory Maintenance Facility Commands Reference SC24-6188-01
zEnterprise Ensemble Performance Management Guide GC27-2607-01
zEnterprise Ensemble Planning and Configuration Guide GC27-2608-01
IBM zEnterprise Unified Resource Manager Redbook SG24-7921
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