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Trademarks

The following are trademarks of the International Business Machines Corporation in the United States, other countries, or both.

Not all common law marks used by IBM are listed on this page. Failure of a mark to appear does not mean that IBM does not use the mark nor does it mean that the product is not
actively marketed or is not significant within its relevant market.

Those trademarks followed by ® are registered trademarks of IBM in the United States; all others are trademarks or common law marks of IBM in the United States.

For a complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtmil:

*, AS/400®, e business(logo)®, DBE, ESCO, eServer, FICON, IBM®, IBM (logo)®, iSeries®, MVS, 0S/390®, pSeries®, RS/6000®, S/30, VM/ESA®, VSE/ESA,
WebSphere®, xSeries®, z/OS®, zSeries®, z/VM®, System i, System i5, System p, System p5, System x, System z, System z9®, BladeCenter®

The following are trademarks or registered trademarks of other companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.
Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel
Corporation or its subsidiaries in the United States and other countries.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will
experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed. Therefore,
no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual
environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without
notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance,
compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
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Demo Setup
User & Roles Management
Ensemble Details

Manage Virtual Networks: Create Virtual
Network

5 New Virtual Server
6 New Workload

7/ Energy Management — Power Cap
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zEnterprise hardware management and platfonﬁ'ﬁ”
management LR

Hypervisor Management

= Integrated deployment and Energy Management
configuration of hypervisors - Monitoring and trend reporting of energy
= . . consumption and environmental data.
SHeyrF\)/ie(:;/?erS f(irerf\j\,eaprteﬂVM) shipped and : Ability topquery maximum potential power.
= Management of ISO images. Power saving and capping controls

™ Creation of virtual networks.

= Manage and control communication
between virtual server operating
systems and the hypervisor.

Workload Awareness and

Platform Performance

Management

™ Wizard-driven management of
resources in accordance with

specified business service level
objectives

Operational Controls

™ Auto-discovery and configuration
support for new resources. Operations

™ Cross platform hardware problem
detection, reporting and call home. ™ HMC provides a single

= Physical hardware configuration, consolidated and consistent
backup and restore. Virtual 4 view of resources

Servers ™ Monitor resource use within the
ol context of a business workload
® Define workloads and
associated performance
policies

Virtual Server Lifecycle Management
Network Management

= , , ) - Single view of virtualization across platforms.
Management of virtual networks including access control

™ Ability to deploy multiple, cross-platform virtual
servers within minutes
® Management of virtual networks including

access control
SHARE
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Management
enablement level:
'Automate’
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User & Roles Management

SHAREHMC: User Profiles

O

I

X

ﬁ.—-

B

=

Login via

@(;l User Profiles

Help~

* Userid: acsadmin,
* Password: password

Roles & User management
->HMC Management

* >“User Profiles”

Open pre-defined user
“‘DEMO?” via “copy”

Adjust Userid, description
Set preferred password

Ensure that “Allow remote access
via the web” is set

Login to HMC as your own
user

(backup: user: DEMO,
password: password)

C

DD 0[O

. Copyuser_______________________[EiN

Select an item to manage, then click "Edit" from the menu bar.
Select User 1D

Last Logon Date |Last Logon Time
14.18:41

Description
ACSADMIN  Access administrator level user 08/01/2011
ADVANCED Adwvanced operator level user
DEMO MNew USER

OPERATOR Operator level user

SERVICE Service representative level user
SYSPROG  Systemn programmer level user

08/01/2011 11:20:43

‘Q@ Copy User

a|

r User

User

Information

Description:
[ODisable user

1D:

| e—
|SHAREME |

[New USER

r Authentication

Local Authentication B
LDAP Server

r Details

Password Rule:

Define Rules...

Password:

Confirm password: |........|

Select Managed Resource Roles

B & EE

|

w
i}
©

(8]
—

[Force user to ch at next login

All Directors/Timers Managed Objects
All Fiber Saver Managed Ohbjects

All zCPC Managed Objects
BladeCenter Objects

DP¥150z Blade Cbjects

Tasl Roles

Access Administrator Director/Timer Tasks
Access Administrator Fiber Sawver Tasks
Access Administrator Tasks

Achvanced Operator Tasks

HHHH#

CIM Actions
OK | | User Properties...

Cancel | Help |

2011
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Create Ensemble and Add Member to -

SHARE
Ensemble
" SHAREMMCCreateEnsemble ISP
* Ensemble Management: [ create ensembie |
Task “Ensemble Management Guide” > s o e

wil wall< you through creating an Ensemble.

* Create your Ensemble

Ensemble name: *"

Ensemble description:‘

< Back H Next > | | Finish || Cancel

* Ensemble Management: Task “Add Member to Ensemble”

B Configuration

Add Member to Enzemble

Delete Ensemble ﬁ Add Member to Ensemble - Members
Manage Alternate HMC

Manage Storage Resources Se|e[;1| System | Eligible |
Manage Virtual Networks -

Mew Virtual Server S HNDONSE1 Yes

\Add| | Reasons || Close | | Help |

AL
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Ensemble Details

* View Ensemble Details

[E% Ensemble Details - HandsOn
Instance Performance | Energy Metwork

Information | Status | Management | Management | Information | Alternate
— Instance Information

Ensemble name: HandsOn |

Ensemble description: 'Hands On Ensemble |

Management enablement level:'Automate'

— Task Information
Task name:
Task status:

— Lock Information
Lock out disruptive tasks: ©Yes @No

(OK| | Apply | | Cancel | Help |

- SHARE
*eee® InOrlando
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View Details

* Blade Details

B.2.10 Details - B.2.10
Energy

Instance Acceptable | Product Management | Hypervisor

Information | Status Information | Information Information

Status: Operating

Number of processors: 4

Memory size: 16384 MB

_Apply: | _Cancel | | Help |

- SHARE
*ees® inOrlando
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Manage Virtual Networks: Create Virtual
Network PR

VLAN — “handson”

I
I
I
i orocns [ coveon [ corent Jomm oo Y o} |
I
I
|

 inOrlando
2011



SHARE

C '
reate Virtual Network
Ensemble Management T
Ernsembls Wirtual Servers Hypervisors Blades= Topologyw Setting Started
e
e =] (®=] ;) (=] [2=] [£] [=]| (##] (=] (<] Arter PR
Setect ~ [name ~ |Fm precesser ~ |Fomervm processer
I [+ I | [E= sHareens=] | | -
| Ma= Page 5ize:|5l:|l:| | | Total: 1 Filtered: 1 Selected: 1

Tasks: SHAREENS

Ensemble Details
Togale Lock

H Configuration
Acdd Member to Ensemble
Delete Ensemble
Marnage Altermate HMC

I Manage vWirtual Metworks I

Flews wirtual Server
Mew Workload

Mo nitor

- SHARE
'eee® inOrlando
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Create Virtual Network

* Manage Virtual Networks

51_3 Manage Virtual Networks - HandsOn

— Virtual Networks:

AR RN IR Select Action —
Select ~ Name ~ Status ~ VLANID ~ Description |
O Default Inactive 10 Default virtual network |

* Create your owner virtual network with VLAN 1D:42

/1 Manage Virtual Networks - SHAREENS ﬁ E——
— Virtual Networks: d )
A7 : o )
# 2 |4 || ® | | SelectAction — ] | N Sef(:lii —
N N || Select Action — ’
Select ~ Name ~|Status ~ Details___ Description hands on vian|
O Defaut nactive [TV TSN
Delete Virtual Network .
| Close | | Help | WVLAN ID: 4
m m Add Hosts to Virtual Network._. *42 (10-1030)
Done Remaove Hosts from Virtual Netwark...
Repair Virtual Network. ..
— Table Acfions —
Show Filter Row
Clear All Filters
Edit Sort
E Clear All Sorts
Configure Columns

SHARE
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Create Virtual Servers TnARS

IEDN — VLAN handson

Workload — handson_workload

*.ee® inOrlando
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New Workload
* New Workload

Ensemble Management = SHAREENS = Workloads
Workloads | Topology

T *? .i? & ﬁ ﬁ 'rv| Flter p | | Tasks = || Wiews = |
Wirtual Performance Performance e e
Select =~ MName #~ o~ . #~ . ~ | Policy Business ~
Servers Policy Policy Status
Importance
] = pefault 10 Default Active Medium
Max Page Size: Total: 1 Filtered: 1 Selected: 0

==
Tasks: Workloads

Cunﬂguratiun Maonitor

Mew Workload

- SHARE
'eee® inOrlando
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New Workload
* New Workload _

| - New Workload - HandsOn

Workload Name
Enter a name, description, and category for the workload.

v+ Welcome

— Workload Name
Select Virtual Servers Name: *|handson_w0rkload
Create Performance Policy
Create Service Class
Service Class Goal
Cl: ication Rule
Manage Service C Category Wﬂ
Manage Performance
Activate Policy

Description:

Summary

<Back | Next> | Finish | Cancel | |Help|

in Orlando
2011
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New Workload - Summary

=3

SHARE

Techalogy « Corseclines « Rasulls

@" New Workload - HandsOn

Summary
+ Welcome

v Workload Name
v Select Virtual Servers Workload
v Create Performance Policy
Create Service Class MName:
Service Class Goal L
Classification Rule Description-
Manage Service Classes Category:

| Virtual servers:
Manage Performance Policies SRS groups:
Activate Policy )

— Summary

Performance Policies
Default

Click Finish to create the workload, its performance policies and their service classes and activate the selected policy.

handson_workload

Active perfarmance policy: Default

HandOn Dema Workload
handson

Description:
Business impartance:

Service Classes
Default

The default warkload performance palicy
Medium

Description:
Performance goal:

Classification rule:

 <Back | | 1/evi- | Finish | | Cancel | | Help |

Business importance:

The default warkload performance policy service class.

Velocity - Moderate
Medium

o EN

 inOrlando
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New Virtual Servers
* Task: Create New Virtual Server “"app1” on Blade B.2.10

AR Ensemble Management = SHAREENS
Ensemble Resources | Virtual Servers || Hypervisors | Blades | Top
alcens % ! “Ensemble M t > SHAREENS T
R ; e P nsemble Management =
. %/ =) 2| 2] (4] (8 & (©][n _
ystems Management e ! A - - = = = = ‘~t | Ensemble Resources | Virtual Servers | Hypervisors | Blades | Topology
. Select ~ |Name ~ |Member + | Status # |Proces, / = : P — — =
nsemble Management [ [ - T
» 9 £ = T LA b= R R S EANTE S 'fvl Flter ) ‘ Tasks¥ | |
SHAREENS E A Sl B W G R 2
s O B sHaresel B & operating — AT
H [d Members - Select ~ |Name ~ |Member - |Status ~ |Processors A (MB) A~ |Type Start A
Be workloads O B.2.10 SHARESEL @ operating
= ’
HE Mananemant i B.2.11 SHARESEL B operating ! [ @ B smareser B § operating ERfAR
o & H E@ 8.3.12 SHARESE]L & Gatreing B.2.10 ‘SHARESEI ‘ ™ Operating ‘ 4‘ 16,384 Power\fM‘ ‘
ervice Management = H il 4
; SHARESE1 4 16,384 PowervM
] B.2.13 SHARESEL @ no Power 0 bean @ operatng
‘asks Index . 1 ] SHARESEL [ i 4 16,384 PowervM
L] il B.2.14 SHARESEL € 1o Power 98212 Operating :
| Max Page Size:|500 | | Total: 6 Filterec 5 ib B&ha SHARESEL @ 1o pawer 3 15,208 Rane Y
E [E] B.2.14 SHARESEL 9 No Pawer 4 16,384 PowervVM
i ' Max Page Size:|500 i Total: 6 Filtered: 6 Selected: 1
==
Tasks: B.2.10
zBX Blade Details Service Energy Management
Daily E Configuration
Manage Storage Resources

SHARE
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New Virtual Servers -

* Task: Create New Virtual Server "app1” on Blade B.2.10

7 New Virtual Server - B.2.10
Enter Name
Enter in a name and descriptinn for the virtual server.
Hypervisor name: B.2.10
Hypervisor type: POWER Blade
Name: *\appl
App Server 1
: Description:
ormance Management
summary
< Back | | Next = | | Finish || Cancel | | Help | ®e
. SHARE

in Orlando
2011



New Virtual Servers

ﬁ.—

SHARE

Techalogy « Corseclines « Rasulls

* Task: Add virtual network ‘handson’ to ‘app1’ virtual server

g New Virtual Server - B.2.10

Add Network

Add the network adapters that the virtual server will use to access the networks,

Select Adapter |Network Name |Networl Description

® 0 Default

Default virtual network

\ Total: 1

| Add ||| Edit |  Remove |

agement ! Manage Virtual Networks |

Summary

| <Back | Next> | Finish || Cancel | | Help |

Add Adapter

1D: 1

Metwaorle: [|handson j

' OK | cancel | Help |

- SHARE
'eee® inOrlando
2011
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New Virtual Server
* Finalize Virtual Server

L7 New Virtual Server - B.2.10
Summary

Werify the information below before completing the wizard.

MName: appl
Description: App Server 1
Initial virtual processors: 8

Assigned dedicated memory: 5 GB

0: Default, Default virtual networlk

Network Devices: 1: handson, hands on vlan

Storage Devices:

5 Eoot source: Metwork Adapter (ID 0}
2ummary :
—*aummar Workloads: Default
Processor management: Enabled
< Back | | Mext = ||§Finish§| | Cancel | | Help |

in Orlando
2011



Explore Virtual Server Details

Virtual Server Details - appl

Name || Status”“ Frocessors) || Mermory l [Network i|m@||_r)ptiuns |”m?|i| Performance]
Hypervisor name: B.2.10
Hypervisor type: POWER Blade
UUID: fbdaZc2a-befd-11e0-94fa-020000000028
Name: *app]]
App Server 1
Description:
O Loclk out disruptive tasks
| oK | | Apply | | Cancel | | Help |

SHARE

Techalogy « Corseclines « Rasulls

ARE
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New Virtual Servers

Using the task “New
Virtual Server”

* Create Virtual
Server ‘app2’ on
B.2.10

* Create Virtual
Server WebSvr on
B.2.12

* Create Virtual
Server ‘app3’ on
B.2.13

Ensemble Managemeaent > SHAREENS

18y 1

Ensemble Resources || Virtual Servers Hypervisors Blades || Tepology
Nelcome \
= =, = [} > = S = g B (=] Alter
systems Management = = <
Select ~ [Mame ~ | status ~ | Description
insemble Management £
= SHAREENS = = g members EH @ ok i
= [ mMembers (G B sHaresel E @ operating Represents one defined cPC
B T
= G = B [ workloads
AMC Management = =P pefault The default workload containik
service Management = = handson_workload
rasks Index 1 =P sShare_workload Workload for Share Deme 1
Max Page Size:|500 Total: & Filtered: s Selected: 0

===
Tasks: SHAREEMS

Ensemble Details

= configuration =
Teoggle Leock

Add Member to Ensemble
Delete Ensemble

Manage Storage Resources
Manage Virtual Networks

New Workload

Jﬁ’ New Virtual Server - SHAREENS

E2 =2 ﬁ 9 | {II"&eject Action ---|',§J | (] Fiteer

Select ~ | Hypervisor ~ Status ~|\Virtual Servers ~|
[=5] |B.2.10 ‘Operating
B2l Cperating
B.2.12 | Operating
B3 Mo Power
B.2.14 Mo Power
: Total: 5 Filtered: 5 Selected: 1

silleiaie
corow

[[ok]] | cancel |

g New Virtual Server - B.2.10

Enter Name

Enter in @ name and description for the virtual server.

Hypervisor name: B.2.10
Hypervisor type: POWER Blade

MName: +|app2)

Boot Options

S Description:

Perforrmance Management
sSummary




Workload Details

Ensemble Management = SHAREENS = Workloads

Workloads | Topology
@ w2 F 2| # EF| (-] Aler 0| [Tasksw |[ viewsw
Performance
Virtual Performance Performance
Select ~ |Name ~ -~ A ~ ) ~ |Policy Business ~ |Category ~ ~
Servers Policy Palicy Status |
mportance
] =0 pefault 8 Default Active Medium
|Ebhandsnn_wnrklnad|§| | A‘Default |A(tlue |Med|um | |
=] b Share_Workload 4 Sharewkld_Policy  Active Highest
| ‘ Max Page Size:[500 | | Total: 3 Filtered: 3 Selected: 1
=
Tasks: handson_waorkload [=]
workload Details I E Operational Customization B Monitor

Daily Activate Performance Policy
Customize Scheduled Operations
E Configuration
Delete Workload
Mew Performance Policy
MNew Workload

Service Classes Report
virtual Servers Report
Workload Resource Adjustments Report

Workloads Report

—

=

SHARE

Techalogy « Corseclines « Rasulls

E} Workload Details - handson_workload

+

@ g 2 @ | - Select Action -

Gereral | Virtual Servers H Performance Policies ]
-

Select ~ Mame

e

Hypervisor =

Type

Performance
Folicy

. Performance

Policy Status

[ app3

O

WebSwr

B.2.10
B.2.10
B.2.13
B.2.12

POWER
FOWER
POWER
POWER

Default
Default

Activated
Activated

Default

Activated

Page 1 of 1

| Total: 4 Filtered: 4 Displayed: 4 Selected: O

' OK |  Apply | | Printview | = Cancel | | Help |




Virtual Server Details

é Virtual

Server Details - app3

Mame | Status

Processors ” Mermory ” Metwaork ” Storage H Options H Workloads H Performance ]

Status:
GPMP Status

Mot Operating
Mot Operating

Acceptable Status:

[0 Mot Operating

O Communications not active [ Exceptions
[] Status Check [1 Migrating
[] Starting [] Stopping

SHARE
- SHARE
'eee® inOrlando
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Migrate Virtual Server

* Migrate Virtual Server App3 to Blade B.2.10

Ensemble Management = SHAREENS

Ensemble Resources Wirtual Servers Hvpervisors Elades Topology
[ el (=) =) (o B (2] (=] 2] (2] [6#] (&) Clater )| [Tasksw ][ Views~
Select AJName AJMember AJStatus AJF’rocessors B JFMEE:TGW -“-JT}rpe Ea ;r:?'t Ea _IS_il‘:::ic:u:n
L.l E sHaresel E @ operating PRISM
1 B.2.10 SHARESEL @ cperating a 16,384 PowervM 300
L mE211 SHARESEL B cperating 4 16,384 PowervM 300
1 B 172 SHARESEL B cperating 4 16,384 PowervM 300
| = B.2.13 SHARESE1L €3 no Power 4 15.384-Power“u‘M 300
[~ 1 < app3=l SHARESEL | € not Operati 1 1.024|PowervM
1 B.2.14 SHARESEL & o Power 4 15,384 PoweryvM 300
| I Max Page Size:lm | Total: 7 Filtered: 7 Selected: 1
]
Tasks: app3 E=|
Virtual Server Details Service = Cconfiguration
Tagﬁgle Lock Operational Customization Delete Virtual Server
Daily | Migrate Virtual Server |

Mount Virtual Media
Mew Virtual Server Based On
Open Text Console

Monitor

SHARE




Migrate Virtual Server ThAnE

* Migrate Virtual Server App3 to Blade B.2.10

SHAREHMC: Migrate Virtual Server

EE Migrate Virtual Server - app3

Select the target hypervisor to migrate the following virtual server.

Virtual server: app3
Hypervisor: B.2.13

Status: Mot Operating

Hypervisors

Select ~ System ~ Hypervisor ~ Status + Virtual Servers ~|
C SHARESEL B.2.10 Operating 2
C SHARESE]1 B.2.11 Operating 0
C SHARESEL B.2.12 Operating 0
C SHARESEL B.2.14 Mo Power 0

Total: 4 Filtered: 4 Selected: O

| Migrate ||§Cance|§| | Help |

SHARE

2011
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Hypervisor view

* Virtual Server States

Ensemble Management > SHAREEMNS i
Ensemble Resources | Virtual Servers | Hypervisors | Blades | Topology
| = i. | ,\b_'f’ 41? .F? i_ﬁ_’: @" ﬁ, 'fv|F|Iter k | | Tasks = || Views » |

Select ~ |Name ~ | Member # | Status #~ |Processars & PF:E;T‘}W i IType. i gl’l::?‘t = _IS_iP::‘H:int:n

[ BE [ sHareser G @ operating PR/SM

[ BEfssz10 SHARESE1 @ operating 4 16,384 PowerVM 300

] b appl SHARESEL @ operating 1,024 PoweryM

[] 4B app2 SHARESEL B operating 1,024 PoweryM

3 4B app3 SHARESEL B operating 1,024 PowervM

[ B.2.11 SHARESEL @ operating 16,384 PowerVM

] B.2.12 SHARESEL & operating 16,384 PowerVM

[l B.2.13 SHARESEL & o Power 16,384 PowervM

[ B.2.14 SHARESEL & o Fower 16,384 PowervM

| Max Page Size:| Total: 9 Filtered: 9 Selected: 0

ARE
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Enable Performance Management

l?llp Ensemble Details - HandsOn
Instance Performance | Energy Metwork

Information | Status | Management | Management | Information | Alternate
Processor performance management for z/VM: |Disabled j
Processor performance management for POWER hypervisors: |Enab|ed j

|oK| Apply | Cancel | | Help |

'1..

SHARE

Teshaglogy - Goeseclions - Results

* Enable Performance Management in the Ensemble Details

SHARE

2011



Energy Management — Power Cap

* Limit BladeCenter max power consumption to 4 kW.

Ensemble Management > SHAREENS

Ensemble Resources

Virtual Servers

Hypervisors

Blades

Topology

P

l;.'}. = *1'* = ﬁ = |j1' ﬁ |v|F||ter -"'| |Tasksv || Viewsvl
Power Machine Serial
Select ~ | Name ~ | Member ~ | Status ~ | lUsage ~ | Location ~ | Type - ”~ Number #
(W) Model
| W | 5.2 SHARESE1 il operating BO1E BBS2 - 4XG 9901934
Max Page Size: Total: 1 Filtered: 1 Selected: 1
| |
Tasks: B.2
zBX BladeCenter Details Daily E Energy Management

| Set Power Cap |
Set Fower Saving

s )

SHARE

Techalogy « Corseclines « Rasulls

SHARE
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Energy Management — Power Cap

* Limit BladeCenter max power consumption to 4 kW.

SHAREHMC: Set Power Cap | |
5[] Set Power Cap - B.2
Select a resource from the table below to configure power capping.
w| w2 gl @ B | --- Select Action --- ||
Name  ~ Type ~ Power Capping » Elﬁp;t\;:;ue - gzﬁg\fl{ﬁatts} “
SHARESE1 CPC Disabled =l 115050 18999-115050
zCPC zCPC Disabled =l 27400 9014-27400
B.2 BladeCenter  |Custom E 14000 3905-8444
B.2.10 POWER Blade |Disabled MIETY: 277-382
B.2.11 POWER Blade |Disabled &l 382 277-382
B.2.12 POWER Blade |Disabled =l 382 277-382
B.2.13 POWER Blade Mot Supported 350 350-350
B.2.14 POWER Blade Mot Supported 350 350-350
Total: 8 Filtered: 8

oK | Apply | Cancel | Help |

SHARE
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Topology View

Ensemble Management

Ensemble | Virtual Servers | Hypervisors

Blades | Topelogy| Getting Started

faaq [FEQC @ e

E ! | Tasksw | | Selectionw |  Zoomw ] ! [Layoutw ]

s Tree
snnnms%

Hisrarchical I
,r . Uniform Length

Circular
d 7 Grid

a_-‘" wWorkloads
- ]-'f Refresh
Members | P

H Default iF
EMRESEIEE = -H'

handson_workload

s e R RS e

ODOLPO1  ODOLPOZ  ODOLPO3  ODOLPOD4
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