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Legal Disclaimer =3

« All or some of the products detailed in this presentation may still be undérH A R E
development and certain specifications, including but not limited to, release dates,
prices, and product features, may change. The products may not function as
intended and a production version of the products may never be released. Even if a
production version is released, it may be materially different from the pre-release
version discussed in this presentation.

* NOTHING IN THIS PRESENTATION SHALL BE DEEMED TO CREATE A
WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, STATUTORY OR
OTHERWISE, INCLUDING BUT NOT LIMITED TO, ANY IMPLIED WARRANTIES
OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR
NONINFRINGEMENT OF THIRD-PARTY RIGHTS WITH RESPECT TO ANY
PRODUCTS AND SERVICES REFERENCED HEREIN.

» Brocade, Fabric OS, File Lifecycle Manager, MyView, and StorageX are registered
trademarks and the Brocade B-wing symbol, DCX, and SAN Health are trademarks
of Brocade Communications Systems, Inc. or its subsidiaries, in the United States
and/or in other countries. All other brands, products, or service names are or may be
trademarks or service marks of, and are used to identify, products or services of their
respective owners.

* There are slides in this presentation that use IBM graphics.
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* From End-to-End in a FICON infrastructure there are a
series of Design Considerations that you must understand
In order to successfully meet your expectations with your
FICON fabrics

e Thisis an OVERVIEW - 1 hour is not enough!
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e Channel Microprocessors and PCI Bus
e Average frame size for FICON
e Buffer Credit considerations


Presenter
Presentation Notes
The main consideration on the CHPID is the microprocessor that handles start I/O operations and the PCI Bus that provides data throughtput. There is always a balance between them. The average frame size is what drives that balance.

FICON NEVER HAS AN AVERAGE FRAME SIZE OF A FULL FRAME!

Command Mode FICON will typically drive smaller average frame sizes than zHPF can.
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FICON Express2 FICON Express4 FICON Express8
® 710, z9, 2990, z890 ® 7196, 210, 29 ® 2196, z10
® Longwave (LX) to 10km  ® 4km & 10km LX ® Longwave (LX) to 10km
® Shortwave (SX) ® Shortwave (SX) ® Shortwave (SX)
® 1or2GBps link rate ® 1,2 o0r 4 GBps link rate ® 2,4 0r 8 GBps link rate
FICON Express4 provides the FICON buffer credits have

last native 1Gbps CHPID support  become very limited per CHPID
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Presentation Notes
Of course to get 108, 101, 43 or 40 km worth of distance would require a distance extension product. The optics on the channel card itself are only capable of local environment (SX) or either 4km or 10km whatever was purchased if no repeater is used.
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Mainframe Channel Cards
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FICON Express4 -4 ports

400MBps+400MBps = 800MBps
FICON Express4

210, z9
1,2 or 4 GBps link rate
Cannot Perform at 4Gbps!

Standard FICON Mode:
<= 350MBps Full Duplex
out of 800 MBps

zHPF FICON Mode:
<= 520MBps Full Duplex
out of 800 MBps

200 Buffer Credits per port
= Qutto 50km

] assuming 1K frames

8Gb o ET—'
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FICON Express8-4 ports
800MBps+800MBps = 1,600MBps

FICON Express8

z10
2,4 or 8 GBps link rate
Cannot Perform at 8Gbps!

Standard FICON Mode:

<= 3510 MBps Full Duplex
out of 1600 MBps

zHPF FICON Mode:

<=740 MBps Full Duplex
out of 1600 MBps

40 Buffer Credits per port

= Qutto Skm
assuming 1K frames
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FICON Express8-4 ports

800MBps+800MBps = 1,600MBps
FICON Express8

2196
2,4 or 8 GBps link rate
Cannot Perform at 8Gbps!

Standard FICON Mode:

<= 310 MBps Full Duplex
out of 1600 MBps

zHPF FICON Mode:

<=740 MBps Full Duplex
out of 1600 MBps

40 Buffer Credits per port

= Qutto dkm
assuming 1K frames
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Presentation Notes
Utilization of Line Speeds:
From zSeries to zEnterprise z196, no CHPID has ever been capable of utilizing the full link rate allowed for attachment. This is a result of the interactions of the microprocessor and PCI Bus supporting those CHPIDs.

Buffer Credits:
As link speed doubles each generation so does the requirement for buffer credits if it is to meet the same distance capability as its predecessor without data droop.

FICON Express2 provided 107 fixed buffer credits per CHPID so that under the right conditions frames could be sent from the CHPID out to over 100km successfully
FICON Express4 provided 200 fixed buffer credits per CHPID so that under the right conditions frames could be sent from the CHPID out to over 100km successfully
To continue this trend FICON Express8 would have required 400 fixed buffer credits per port so that frames could have been sent from the CHPID out to over 100km

But was there a real business case for IBM to continue spending more and more R&D and manufacturing capital in this upward spiraling buffer credit memory expense on its CHPID ports? Buffer credits were using expensive memory resources while at the same time the full number of BCs on a given CHPID is seldom used.

That said, buffer credits had become costly and often wasted resources in the vast majority of environments

So steering onto a new course, IBM made the decision to provision enough buffer credits to successfully send frames 10km (rather than  100km as previously engineered) and in the process saved on the cost of buffer credit memory on each CHPID sold.

And if a customer needed more than 40 8G CHPID buffer credits to send data over a distance longer than 10km they could deploy a switched-FICON environment and utilize the buffer credits provided by those switch ports to cross the distance successfully.



FICON/FCP Switching Devices
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Design Director
Consideration ]
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Considerations

System z

 Point-to-Point versus switched FICON connectivity
 Provisioning for five-9s of availability

« Multimode cables and short wave SFP limitations
 Buffer Credits

e Control Unit Port (CUP)

Technology - Connections - Results
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Presentation Notes
In a switched-FICON environment the FICON switching device must contain the necessary functions and capabilities that allow it to meet your performance and availability requirements.


End-to-End FICON Connectivity
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- Fiber Cable Point-to-Point FICON Fiber Cable M.
[ ||| E— 1 E{{. . . - —i
MF - Ficony  Design Consideration |:|CONM
Director Director
EleibEr__(_Jamble === Single Switch FICON Fiber Cable
Design Consideration
FICON FICON
Director Director
~ Fiber Cable [ Cascaded FICON === Fiber Cable

Design Considerations

Design
System z and z196 Consideration

Design &%
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Design
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e These are the typical ways that FICON is deployed for an enterprise.

* Long wave ports (Single Mode cables) can go from 4-100km
 Short wave ports (Multimode cables) can go from 50-500 meters


Presenter
Presentation Notes
There are three basic connectivity choices that you have. Each CHPID could utilize any one of these. All of these can be implemented on the same mainframe chassis.

Point-to-Point has no switching devices involved in the path. It is static connectivity from a CHPID to a storage port.

Single switch FICON creates a fabric of dynamic connectivity between CHPIDs and storage ports.

Cascaded FICON has two FICON switching devices between the CHPID and a storage port. FICON is limited to one-hop so no more than two FICON switching devices can be in a FICON path.

CHPIDs, FICON Switches and Storage Ports can all utilize either longwave SFPs and/or shortwave SFPs.
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Native FICON with Simple Cascading (FC) - h

* Uses FICON switching Switched-FICON and a
devices Cascaded FICON Fabric

« Single fabrics provide no
more than four-9s of
availability — if a switching Ss
devices fails (a very rare
occurrence) it could take Redundant

down all connectivity * Switched-FICON and
Cascaded FICON Fabrics

(O
(00

000
(00

« Redundant fabrics might
provide five-9s of
availability — a fabric failure
would not take down all
connectivity...but...there
are other considerations for
five-9s environments
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Presentation Notes
Footnote 1: Cascaded and/or switched FICON is described later in this course. A short description would be a FICON channel in native mode (FC) that enables access to FICON native interface control units through two FICON Directors connected in series where one Director is the principal Director, which is the Director connected to the mainframe.

CHPIDs, FICON Switches and Storage Ports can all utilize either longwave SFPs and/or shortwave SFPs.
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» Utilizes full FICON benefits.

It allows:
« Scalability.

. 1 HOP
 Multiple protocols. (Frame s Sent From
e Optimized management. Switch-to-Switch)
* Supports dynamic Switched-FICON

connectivity to a local or
remote environment.

Cascaded-FICON

* Notice that there can be
several switches/Directors
attached to a core Director
but there can only be 1 hop
(switch to switch) between a
CHPID and a storage port

10


Presenter
Presentation Notes
More complexity and more need to manage an environment like this closely.


Provisioning for Connectivity Bandwidth -1
Redundant fabrics SHARE

Provides a <=50% of Bandwidth

possible
five-9’'s of
availability
environment

Path ™ <=50% of Bandwidth
Group

But each fabrichrea!f)éogebeds to 2/0S’s 10S automatically
rUhn a_tfnofmloret an ohusyhso load balances the FICON
that it a failover occurs then the /0 across all of the paths
remaining fabric can pickup and -

andie the full oad in a Path Group
andle the tull workloa (up to 8 channels in a PG)

If either fabric runs higher than
~45% then this no longer
provides you with what you
consider to be five-9s

11



Multiple FICON Fabrics — Not Just Redundant - ¥

Risk of Loss of Bandwidth
IS the motivator for
deploying FICON fabrics like
this.

In this case, 2 paths from

an 8 path Path Group are
deployed across four FICON
fabrics to limit bandwidth
loss to no more than 25% if
a FICON fabric were to fall.

Each fabric needs to run at
no more than ~85% busy so
that if a faillover occurs then
the remaining fabrics can
pickup and handle the full
workload without over-
utilization.

12
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Path Group

mem  EaCh path set <=25% of Bandwidth

pathsﬂ
DN

z/OS’s 10S automatically load
balances the FICON 1I/O across all
of the paths in a Path Group
(up to 8 channels in a PG)



Provisioning for Connectivity Bandwidth 5
Deploying to minimize bandwidth loss SHARE

Works this way
with and without
FICON cascading

Provides a
five-9’s of
availability
environment

Not much consideration
needs to be given to how busy
each of the fabrics are as the
remaining fabrics can easily
pickup and handle the full
workload of a failed fabric

13

Very Large Mainframe
customers can use LOTs
of Directors!



Multi-mode cable distance limitations s
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« Long wave single mode (SM) still works well
* 1/2/4/8/10 Gbps out to 10km with SM

« Short wave multi-mode might be limiting!

-+ Fiber Cable
= 4G optics auto-negotiate back to 1G and 2G
 8G optics auto-negotiate back to 2G and 4G
Cabling = 1G storage connectivity requires 4G SFPs

* 16G optics will auto-negotiate back to 4G and 8G
 2G storage connectivity will require 8G SFPs

Considerations

System z _ _ _
Distance with Multi-Mode Cables (feet/meters)
Protocol Encoding Line Rate
(FC) (Gb/sec)
1G 8b10b 1.0625 984/300 1640/500 2822/860 ~
2G 8b10b 2.125 492/150 984/300 1640/500 ™~
4G 8b10b 4.25 230/70 492/150 1247/380 1312/400
8G 8b10b 8.5 69/21 164/50 492/150 656/200
10G 64b66b 10.53 108/33 269/82 ~984/300 ~084/300
” 166G 64b66b 14.025 34.5/10.5 82/25 328/100 427/130



Presenter
Presentation Notes
Trying to utilize multimode (MM) cables and shortwave optics is becoming more and more limiting.

As link speed increases the distance an MM cable can carry the signal decreases. Yes, new cable types are coming to market but they still represent a limited distance environment as link speeds increase.
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End-to-End FICON/FCP Connectivity =
FICON
Director (FD)  Express2 - 107 BCs

Cascaded * Express4 — 200 BCs
FICON

SL  Express8 - 40 BCs

> = MIDAW can reduce the need for BCs

= 7zHPF could reduce need for BCs

= Drive Distance BCs via FICON Directors

Buffer Credit
Considerations

System z

 8G CHPIDs have enough BCs for, at best, 10KM distances

» Let us look at Buffer Credits and see how they are allocated
and also why link speed, link distance and average frame size
are all important to understanding your need for buffer credits

« BTW....

« RMF only reports on those metrics with CUP

15
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Presentation Notes
Having a sufficient number of buffer-to-buffer credits is essential to maintaining maximum FICON performance, especially as distance increases.

RMF allows a customer to report on the use of buffer credits.
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How Buffer to Buffer Credits Work

e A Fiber channel link is a PAIR
of paths

e A path from "this" transmitter to
the "other" receiver and a path
from the "other" transmitter to
"this" receiver

The "buffer" resides on each
receiver, and that receiver tells
the linked transmitter how many
BB _Credits are available

Sending a frame through the
transmitter decrements the B2B
Credit Counter

Receiving an R-Rdy (or VC-
Rdy) through the receiver
increments the B2B Credit
Counter

> Buffer Credits are never negotiated!

FICON X8
CHPID

B2B
Credit Counter

transmit

BC

receive

Express2 = fixed 107 BC
Express4 = fixed 200 BC
Express8 = fixed 40 BC

» Each receiver on the fiber cable can state a different value!
» Once established, it is the transmit (write) connection

that will run out of buffer credits

Fiber Cable

<+— | have 8 buffer credits
| have 40 buffer credits =——

- 44"'

9
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—

Brocade
Dir. Port

receive

40

transmit

B2B
Credit Counter

M6140 =2G fixed 60 BC/port
M6140 = 4G fixed 125 BC/port
MilOK =2G 2 pools of 1,366 BC

MilOK =4G 64 or 200 BC/port

B48K =4G 1 or 2 pools of 1,024 BC
B48K =8G 1 or 2 pools of 2,048 BC
DCX =8G1or2pools of 2,048 BC
DCX-4S=8G 1 or 2 pools of 2,048 BC
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Presentation Notes
See the Brocade White Paper on buffer credits and FICON:

http://www.brocade.com/downloads/documents/white_papers/Buffer_to_Buffer_Credits_and_Effect_on_FICON_Performance_WP_00.pdf
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BB Credit Droop >
Not enough BB Credits ...or... SHARE
An 8G link that has auto-negotiated to a slower link
8G Link

Y m———
<«\V/C_RDY
Data in transit = Bandwidth Delay Product (BDP)
10 Gbps x 50 ms Round Trip Time (RTT) = 62.5 MB

Ample BB Credits 8G Link

SNt e ey
,

«R_RDY
«VC_RDY
4 x less BB Credits, still ample 2G Link
«R_RDY

% <«VC_RDY

17
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Presentation Notes
Each of the frames above are exactly the same size. Faster links require shorter line distance to hold the frame. So on a fiber cable the frame distance is shorter and shorter the higher the link rate gets.s

If not enough buffer credits are allocated the link gets starved for data. This starvation is in the form of cable distance that contains no frames.


Buffer Credits Requwed As distance across ﬂ
- - a link grows,
By S|Ze Of Frame and Llnk Speed so does the need for s H A H E
buffer credits! Tochngbgy - Gosecon
A distance of 20km with the link 100% utilized 2Ghps 4Ghps B8iGhps 10Ghps
SOF Total Smaller Buffer Buffer Buffer Buffer
. _'Mﬂ than full Credits Credits Credits Credits
Header, Payload Frame § I R ired R ired |R iredlr I
CRC. EOF Bytes rame by equire equire equire« equire
i PR %o gh10b gh10b TN GAbGGhH

36 1902 1938 9.809% 22 44 it 130

36 1802 1838 14.481% 24 47 93 137
36 1702 1738 19152 % 25 19 o8 145
36 1602 1638 23.823% 26 a2 104 154
36 1502 1538 28.494% 28 a6 111 164
36 1402 1438 33.165% 30 G0 119 175
36 1302 1338 37.836% 32 G4 128 188
36 1202 1238 42507 % 35 GO 138 203

36 1102 1138 A7 179% 38 7 150 221
51.850% :

':l.-

G0 398 %

T
F0

36 GO0 636 70.628% G 134 268 F96

36 200 236 75.299% 80 159 318 469
36 400 436 T9.970% o8 195 390 arr
36 300 336 84.641% 127 254 07 748
36 200 236 89.312% 181 361 721 1065
36 100 136 93.984% 313 626 1251 1848
36 [k 111 95.151% 383 66 1532 2264
36 a0 86 96.319% 495 989 1978 2922

http://www.brocade.com/san/pdfiwhitepapers/Buffer to Buffer Credits_and_Effect on_FICON_Performance WP_00.pdf
18
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Presentation Notes
Average frame size, distance and link speed are all factors in determining how many buffer credits will be needed to optimally utilize the available bandwidth.
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Brocade has a BC Calculator that you can use! & ¥

SHARE
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A B C D : F G f [ ] K L W I 0 P i
¥ . . .

| Brocade's Buffer Credit Calculation for Fibre Channel (FICON and/or SAN)
2|
3
4| Link Speed
5 1Gbps | 2Gbps | 4Gbps | BGbps | 10Gbps | 16Ghps | 32 Gbps | 40 Gbps | 100 Gbps
B | |.0B25E-08 Z.1250E-09 4. 2500E-08 3.5000E-08 |.0625E-08 J4000E-08| 1.3600E-07| 34000E-07| 1.0625E-06
T .Parameter
& |Velocity of light in fibre 200000kmiz 5.00E-08 5.00E-08 5.00E-08 5.00E-08 5.00E-08 S.O0E-05|  5.00E-0B| S.00E-05  5.00E-08
g |Nano seconds per byte 2.41E-08 4T1E-D8 2.35E-09 1.18E-09 S41E-1D SRBE-10|  284E-10|  23BE-10|  9.41E-1
10 | Framelength in 2econds (dependent on calli19) 8.05E-08 4 (2E-06 2.01E-06 1.01E-06 B.05E-07 S503E07T| 251E07|  204E07|  BOSE-0R
11 |Framelength in km (dependent on cafl i19) 1.61 0.80 0.40 0.20 018 010 0.05 0.04 0.02
12
13 10 Gig naz 640550 en/decoqing and
14| Buffer Credit Calculation therefore a petier performance
15

To determine kilometers from miles, type miles info cef| D15:
18 (1 mile = 1,609344 kilometer) 15 Miez  Equak 24 Kilometers rounded to the nearest integer
17 -
18
14 .To Calculate the proper number of buffer credits that you will need to keep the ISL link 100% utilized - especially over long distances:
20 | Type in the frame "Payload" size in Bytes (in call D18j===== 819 Payload bytes and 38 overhead bytes equals a total frame size of Eyfes

Type in the total kilometers of the wire run {in cell D20)=—==>
21 | [Use the calculated kilometers from cell F15 if required) 24 Kilometers
22
a3 |
| Description 1 Gbps 2Gbps  4Gbps  BGbps  10Gbps  16Gbps  32Gbps  40Gbps 100 Gbps

Framelength takes up thia many kilometers on the wire 151 0.20 0.40 0.20 018 010 0.05 0.04 00z
25 | [calculated from frame size in cell 19)
28 | Buffercredits @ 100% BW Utilization raw calculation: 29.83 5965 11932 23864 298.30 47728 95455 1183.21 2983.02
27 | Bufkrcedis G 10% B Uilzation rounded up E 60 | 120 | 230 | 299 418 | 955 | 1194 | 2084 | | |

{ L]
2
29 Brocade Communications Systems, Inc, @ Copyright 2002-2010, all rights reserved,
30
3|
32 i
3 '
KL
35 |
44 W] Spiash | B2B Calucator /%] I i [


Presenter
Presentation Notes
Brocade has a buffer credit calculator spreadsheet that we can provide to you for free.
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FICON e - Connect ions - Results
- Director (FD) .« aded Control Unit Port allows
ﬁr Fiber Cable FICON z/OS to use both Systems
Wl%’\@ SLs Automation management

and RMF reporting upon a

FICON switching device
CUP J

Considerations

System z

Buffer credits were never used for ESCON but are for FICON

It is a resource and buffer credits can get depleted on a link
 8G CHPIDs are provided with only 40 buffer credits each

If BCs can get depleted, and cause potential performance
Issues, then RMF needs to be able to report on them

IBM chose to report on FICON buffer credit
usage only when switched-FICON is used
» and only when CUP is enabled


Presenter
Presentation Notes
Having a sufficient number of buffer-to-buffer credits is essential to maintaining maximum FICON performance, especially as distance increases.

RMF allows a customer to report on the use of buffer credits.


Certain features depend upon CUP §

Technology - Connections - Results

When you install the FICON Management Server (FMS) license on a
FICON switching device, and then “Enable FICON Manager Server
Mode”, you provide yourself with a lot of valuable tools:

* RMF can have in-band access to the FICON switching

« Systems Automation for z/OS, with the I1/0O OPs module implemented, can
have in-band access to the FICON switching devices

« FICON Dynamic Channel Management (DCM) can dynamically add and
remove channel resources at Workload Manager discretion

Regardless of whether you have single Director fabrics or cascaded fabrics
the best practice is to always implement CUP for every device
iIn a FICON fabric

21



w
FICON Director Activity Rpt ~ RMF 747 records captured I

zHPF Enabled FICON DIRECTOR ACTIVITY
PAGE 1

2/0S V1ag SYSTEM ID PRDL START 04/12/2009-04.30,0¢C INTERVAL 000,15.00
RPT VERSION VIRE RMF END 04/12/2009-04.45.00
IODF = A2 CR-DATE: 03/27/200%9 CR-TIME: 16.43.51 ACT: ARCTIVATE
SWITCH DEVICE: 0328 SWITCH ID: 2B TYPE: 006140 MODEL: 001 MAN: MCD PLANT: 01 SERIAL: 00000131
PORT  -CONNECTION- AVG FRAME AVG FRAME SIZE PORT BANDWIDTH (MB/SEC) ERROR
ADDR ONIT ID PACING READ WRITE -— READ -- —-- WRITE —— COONT
05 CHP 05 0 B49 1436 B.63 17.34 0 BC Shortaqe:
07 CHP-H &3 1681 1385 0.87 D.32 1}
k] CHP 15 £33 1422 11,06 P 20.49 0
oc CHP-H 64 939 1099 0.39 0.50 0 BCs are most
0D CHP 6B 1328 1823 3.56 » 12.73 0 ]
OF CHE-H 66 1496 1675 1.85 2.61 0 |mportant to
10 CHE 64 0 644 1380 0.03 0.13 0 .
13 CHE-H 19 0 907 885 0.58 0.45 0 the transmitter!
16 CHP 12 0 1241 1738 0.97 1.72 0
17 CHP 08 0 685 1688 0.10 0.82 0
1 CHP 15 0 1144 1664 0.65 1.18 0
18 CHP oD 0 510 1758 0.12 1.72 0 So from these
1E CHE-H 05 0 918 894 0.589 0.45 0 reports look at
1F CHP 21 0 1243 1736 0.97 1.70 0
20 co ES00 0 1429 849 17.66 8.85 0 the WRITE
co ERDO o .
cu E700 aCtIVIty that is
22 CHP 10 0 823 1753 0.55 Z2.78 o 1
23 CHP 54 0 1805 69 0.80 0.00 0 occurring and
24 CHP 64 0 29 1345 0.00 0.00 0 also at the
27 CHP 68 g 1619 8z 0.01 0.00 0
28 CHP 85 @ $i6 1589 OB 30, 56 0 WRITE MB/sec
28 CHP 70 69 2022 0.00 0.71 0
Overall Averages: ~1116 ~1508 Command Mode will
Note: Transport Mode results in larger frames probably find that an
average FICON frame size is
22

350-1000 bytes!


Presenter
Presentation Notes
This is not a typical RMF report from a FICON switch. Usually there will not be any Avg Frame Pacing (a term for buffer credit utilization) – it will almost always report zero on each port.

Here there were some problems and a customer would need to analyze the situation to determine if the situation was really a problem or not.
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S H A_Il E
FICON DASD
FICON Storage

Dlrector

Cascaded Director
FICON

Design
Consideration

Consideration .
esign
Consideration

System z

Design
Consideration

* Your most challenging considerations most likely occur due to
DASD storage deployment

23
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Connedctivity with storage devices

.
SHARE
DA
FICON FICON . SD
Director : torage
. Cascaded Director
* = Fiber Cable g FICON

Design &
Consideration

&
] Design
System z Consideration

Storage adapters can be throughput constrained
* Must ask storage vendor about performance specifics
* Is zHPF supported/enabled on your DASD control units?

Busy storage arrays can equal reduced performance
 RAID used, RPMs, volume size, etc.
* Let's look a little closer at this

24



Connectivity with storage devices gl =

How fast are the Storage Adapters?
 Mostly 2/ 4Gbps today — some 8G — where are the

internal bottlenecks Storage and
HDD’s

(00

(000 i((‘((l 0
(010

What kinds of internal bottlenecks does a DASD array |
e 7200rpm, 10,000rpm, 15,000rpm

 What kind of volumes: 3390-3; 3390-54; EAV; XIV

« How many volumes are on a device? HiperPAV in use?
« How many HDDs in a Rank (arms to do the work)
 What Raid scheme is being used (RAID penalties)?

e Etc.

Intellimagic or Performance Associates, for example, can provide you with
great tools to assist you to understand DASD performance much better

These tools perform mathematical calculations against raw RMF data to
determine storage HDD utilization characteristics — use them or something
like them to understand I/O metrics!

25
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FICON DASD
FICON Storage

T%%' Cascaded
' ol FICON

Director

- * Fiber Cable

. Fiber Cable
- 7.'%3_::_; / e

Ul
(o0

(u“(t(l("'

i li? 380 MBps @ 2Gbps
— 760 MBps @ 4Gbps

U

—

135-740 MBps 1171 1520 MBps @ 8Gbhps 70-560 MBps
@ 2/4/8Gbps i1l 1900 MBps @ 10Gbps @ 2 or 4Gbps
per CHPID i per link per port
Systemz  (iransmit and receive) = (transmit and receive) (transmit and receive)

 In order to fully utilize the capabilities of a FICON fabric a
customer needs to deploy a Fan In — Fan Out Architecture

 |If you are going to deploy Linux on System z, or private
cloud computing, then switched FICON flexiblility is required!

FICON should just never be direct attached!
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FI-FO Overcomes System Bottlenecks = 1

SHARE
F |.CO N F I.CO N Technology - Connections - Results
System z Director Director
- Cascaded - Storage

. = Fiber

Z Cable

FICON

380 MBps @ 2Gbps L
760 MBps @ 4Gbps
135-740 MBps 1520 MBps @ 8Gbps

g/éﬁsgps 1900 MBps @ 10Gbps
(transmit and receive) p?r link .
(transmit and receive)

Example Fan In: Example Fan Out:
To one CHPID = 12 From 12 Storage Adapters
(trying to keep the CHPID busy)

*Total FICON path usually does not support full speed 70-740 MBps

e Must deploy Fan In — Fan Out to utilize connections wisely
« Multiple 1/0O flows funneled over a single channel path
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Presenter
Presentation Notes
Referring back to the Mainframe Channel Cards slide, with high performance FICON (zHPF) workloads a CHPID can only do a maximum of 740MBps full duplex (on an 8G link that should be capable of 1600MBps). So a CHPID cannot reach the full potential of an 8G link.

And most storage is still running at 2G and 4G today.

So utilizing Fan In – Fan Out allows you to maximize the value of both your CHPIDs and Storage Adapters and to minimize the cost of those connections.


=
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Maximum End-to-End Link Rates '
8GB
System2 FICON Director DASD it

ab S Fraiii ==
¥ 8Gbl/ 8 Gb link rate * | - s /B'EB\ s e 4 G link rateN 4Gb|=——
NN LX | ? | SX =
| =+

FIREEREETY!

Drain Source

Assuming no ISL or BC problems, and assuming the normal and
typical use of DASD, is the above a good configuration?

If you deployed this configuration, is there a probability of
performance problems and/or slow draining devices or not?

This is actually the ideal model!

Most application profiles are 90% read, 10% write. So, in this case the "drain" of
the pipe are the 8Gb CHPIDs and the "source" of the pipe are 4Gb storage ports.

This represents an end-to-end network that will generally require the least amount
of buffer credit pacing (assuming you implemented the correct number of ISLS)

Can have a strong Fan-Out from CHPID to storage ports


Presenter
Presentation Notes
This helps you think about what a configuration is doing and what effect the end-to-end connectivity will have on performance.



&
Maximum End-to-End Link Rates g =

8GB
gl L FICON Director Tape SUT-.

= i If 8G Tape runs

| 5Gb1 8 Gb link rate> i - 5t /BGE fek - 5 7 Gb link rate™ 4GDHCL _ at320MBps (2X)
1Nl LX SX it will take 640MBps
: i & to feed it and the

8G CHPID <=510MBps
Source (~320MBps max bandwidth) Drain

e Assuming no ISL or BC problems, and assuming the normal and typical
use of Tape, is the above a good configuration?

¢ |f you deployed this configuration, is there a probability of performance
problems and/or slow draining devices or not?

e [or 4G tape this is OK — Tape is about 90% write and 10% read on average

¢ The maximum bandwidth a tape can accept and compress is about 240MBps for Oracle
T1000B and about 320MBps for IBM TS1130 (at 2:1 compression)

e An 8G CHPID in Command Mode can do about 510MBps
e A 4G Tape channel can carry about 380MBps (400 *.95) = 380

e So Fan-Out of a single CHPID attached to a 4G tape interface port:
e Canrun asingle IBM tape drive (510/320 = 1.594)
e Can runtwo Oracle (STK) tape drives  (510/ 240 = 2.125)
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Presenter
Presentation Notes
Tape and DASD do not act the same even though they are both storage devices.

You must think about them differently and deploy them differently to meet performance and reliability objections within your enterprise.


BROCADE
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Presenter
Presentation Notes
Brocade’s Certification Program helps IT professionals distinguish themselves by demonstrating expertise in implementing industry-leading technology used in real-world networking environments. 
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Industry Recognized Professional Certification [ Y
Next class is in Atlanta — March 15-16

Brocade
Brocade FICON Cetrtification Certified Architect

for FICON

Certification for Brocade Mainframe-centric Customers — Available since Sept 2008
For people who do or will work in FICON environments

Brocade provides a free on-site or in area 2-day class (Brocade Design and
Implementation for FICON Environments — FCAF200), to assist customers in
obtaining the knowledge to pass this certification examination — ask your local sales
team about this training — also look at www.brocade.com under Education

Certification tests a person’s ability to understand IBM System z |/O concepts, and
demonstrate knowledge of Brocade FICON Director and switching fabric components

After the class a participant should be able to design, install, configure, maintain,
manage, and troubleshoot Brocade hardware and software products for local and
metro distance (100 km) environments

Check the following website for complete information:

+  http://www.brocade.com/education/certification-accreditation/certified-architect-ficon/index.page


Presenter
Presentation Notes
This level of certification indicates that a person understands IBM System z I/O concepts, and can demonstrate knowledge of Brocade switching solutions in FICON environments

The BCAF is for professionals that are in a pre-sales, support, design, or professional services role. 
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