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What you WO/ ¢ hear today

Why Virtualization and
Consolidation are good

Linux kernel

rpm’'s

&% Isracard Group

= £34 I

Pre

TCO, ROI, TCA
(well, maybe a little)

Bash

LVM
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What you

v" Why zLinux was a good choice for us =
v" How we are doing it

v" The potholes along the way(and how we fi
v" Which applications were ported and our
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v" How to implement zLinux at

— III"* w

hear today

v" Why we consolidated and virtualized
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Isracard Corporation - Credit Card Company

118 thousand

ISSUANCE AND
ACQUIRING
SERVICES

2.7 million active cards -
49% market share

Monthly turnover of 6
billion NIS - 48% of the
market share




Isracard Before Consolidation

Storage,

( Network )

CICS, DB2,
IMS/DB, VSAM....

WAS, SQL server,

Oracle DB, Oracle
Forms, Exchange
Biztalk.......

& Isracard Group
in Anaheim
EES



DR Infrastructure before consolidation
(3Q08)

Primary Site Backup Site

Z9 BC Z9 BC Z800

o0 W

z/0S, CICS, DB2,
IMS/DBCTL

T T
Hitachi TG Hitachi
USP 9970v

& Isracard Group
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Why (z)Linux?
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The consolidation trigger

g

L

Until recently, all core business was on z/OS - hence the
distributed systems were not available at the backup site

Core business on distributed systems - management
decision to have them at backup site as well

restricted

We already have a mainframe at the backup site, so
zLinux will not take up any floor space/power/cooling

Servers that can not go to zLinux will be consolidated on
VMware and blades

&% Isracard Group

= 1R

N
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TCO: A Range of IT Cost Factors — Often Not Considered

= Availability ToRETLNEY. o
— High avaiahility — Authentication / Authorizatbion
— Hours of operaticn — User Adminisiration
— Data Security

» Backup / Resfore / Sitle Recavery

— Sepeer and 05 Secunty

— Backup =
_ Disaster S o RACF ws. obher solutions
_ Bestore = Deployment and Support
— SAN effort . Keeping consistent OS and SW Leved
= [nfrastructure Cogf + Database Sfort
— Space — Middi=ware
— Power « S Warmenance
I—I-.lehﬂ'hlrﬁmhu:hm + S\ Districution [across Trewsll)
= LSRR _ Aoclicat
Initial Hardware Cosis + Technology Upgrade
Software Costs + System Ralease change without intermupls
Mainienance Costs = Operating Concept
= Additional s — Dewelopment of an ooerating procedurs
developmentimplemeniation — Feasibifty o the devel I .
— Imvestment for one platform — reproduction :
for cthers p — Automiation

= Resource Ullization and Performance
— Mixed Workload | Baich

» Confroliing and Accouniing

» Operations Efforf
— Monikoim, O fing

— Analyzng the systems
Cost

— Resgurce Sharing
» shared nothing vs. shared evenytning
— Parallel Sysplex ws. Other Concepts

— Response Time

— Problem Determinstion
— Server Management Tools — Perfomance Management
- Imtegrated Server Management — — Peak handling / scalabisy
Enterprise Wide
11

\RE

ections - Results

v Infegration
— Imtegrated Funclionality ws. Functionalty to
be implemented (possibhy with 2rd party
tocls)
— Balancad System
— Integration of / im0 Standards
v Further Availlability Azpects
— Plarnned owutages
— Unplanned cutages
— funomated Take Cwer
— Unintemupted Taks Cher (especially for DE)
— Workicad Management across physical
bionders
— Business continuty
— Awailability effects for other applications (
projecis
— End User Seniice
— End User Produchvity
— Viruakzation

v Skille and Resources
— Personnel Education
— Awailabifity of Resources

5

Routinely Assessed
Cost Factors

IBM Systems

in Anaheim
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Why (z)Linux? 3
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v Total Cost of Ownership
* CQOiracle is the go/nogo
* We found that the break even pointis 1 BC = 1 IFL with 32GB

v Server Management is easier (see CSL-WAVE later on)
v" Built-in DR
v RASSS
* Reliability, Availability, Security, Stability, Scalability
v Performance

v" Close to the core business

Isracard Group
“ in Anaheim
=%

12
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Chronological road to production
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The kickoff

a IFL + 8GB storage on 'try and buy'
a Install z/VM 5.3
O Choose Redhat distro 5 over SUSE

* Local support

* |IBM indifferent

e Afew RH servers on x86
* Same price

Q Easy wins chosen as trial

*  Compuware/iStrobe (Tomcat app)
* Tivoli Enterprise Portal (Java)

e IBMHTTP Server(IHS) + Websphere Application Server(WAS)
+CICS Transaction Gateway(CTGQG) - Internet site(more later)

4% Isracard Group

in Anaheim
=% E 20
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The Trial succeeds - time to make some =8
decisions and do some work (1/2) SHARE

Products Architecture

= CSL-WAVE for provisioning and = We purchased an IFL for our
management second z9 — thinking
= TSM agent installed for backups 'mainframe availability'

= BMC/ControlM agent for = All disks are CKD/FICON
scheduling

= CA-UNICENTER for availability
monitoring

= Omegamon/VM for performance
monitoring

= Tivoli System Automation

SHARE
2

in Anaheim

o11
15




The Trial succeeds - time to make some =8
decisions and do some work (2/2) SHARE

Education First application to

= In-house Linux course given to migrate chosen

system support (mainframe and = Isracard's Internet site which

distributed), security, operations allows cardholders to view

and DBAs statements, inquire account
details and manage stars
(our loyalty program)

4% Isracard Group SHAaAnahEim
25 BT




—

Internet - the first real application to migrate =

SHARE
Technology - Connections - Results

The old picture
SNA |
Internet1 '
SNA

&% Isracard Group

_% m@ m in Anaheim
17



Things that needed to be done

SHARE
Technology - Connections - Results

Upgrade WAS (Websphere Applicaton Server)
Change Application

Change protocol from SNA to Enterprise Extender(EE)
Change UDB to Oracle(DBA decision)

Provide for high availability and load balancing

Disaster recovery support D
We would have done all of the above anywa

X X X X X X

&% Isracard Group

EES D PPt
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Internet - the first real application to migrate s’“ o
The NEW picture

—
sults

z/0S

CICS

zLinux
WAS
(o] €]

\

zLinux
Y
z/0S
EE L cics
 isracard Group Went live in October 2009

19
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?

Who crashed my penguin party

20

&% Isracard Group
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Oracle challenges

SHARE
Technology - Connections - Results

We started testing Oracle based applications
Performance was lousy
RAC did not work
At first , 10g was not supported with 5.2
Almost stopped the entire project
Brought in IBM help

* Dave Simpson — zLinux Oracle DBA

C 0 0 0 0O O

e Used ORION as a benchmarking tool(can be downloaded
from Oracle)

jos_ | OLTP | DSS

Hitachi/CKD/Ficon 52 1297

@ sracard Group  XIV/SCSI/FCP 696 8818 SHARE
kS

21
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—

Oracle challenges - partially resolved

O Got RAC to work, but scrapped it

O Moved Oracle Databases from Hitachi / CKD / FICON to
IBM / XIV / SCSI / FCP

O Binaries/OS remain on CKD

a All production will be on one z9/z10 with two IFLs (this was
revised, see later on)

a Oracle High availability will be active/passive based

O A big remaining challenge — batch conversions from
windows(a general Linux problem , not z related) — partially
solved by leaving a ‘Batch Machine’ on Windows

&% Isracard Group

EE® -




Timeline

z/VM 5.3

RHEL 5.2 ond IFL application
goes live

HATS goes
Live. 1

Oracle 210 installed

Crisis
znd
4® Isracard Group 210 installed

= %%

23



Plan for 2011

Websphere

Message
Broker

= 1R

Oracle

Implement
a high
availability
solution

24




DR Infrastructure before consolidation
(3Q08)

Primary Site Backup Site

Z9 BC Z9 BC Z800

o0 W

z/0S, CICS, DB2,
IMS/DBCTL

— ——
TG Hitachi
9970v

& Isracard Group

S1SE]
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DR Infrastructure after consolidation
(3Q10)

Primary Site Backup Site

Z9 BC
Z9 BC Z10 BC

z|OS, z/NM+zLinux

— S
m B
S S
IBM Synchronous
X1V Replication

VMware, Windows,
Linux

& Isracard Group

= ¢

26



Planned DR Infrastructure (1Q11)

Primary Site Backup Site
Z10 BC Z10 BC Z10 BC - ELS Z10 BC + CBUs

z/0S,
z/VNM+zLinux

G comm—
IBM MGM IBM
DS8700 DS8700

VMware, Windows, <l < T
Linux IBM ynChronOUS
X1V RepllCatlon

& Isracard Group

= ¢

27
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—

Enterprise Linux Sever (ELS)

Q Series Z with IFLs only - specially priced

U

Business Class machines have only 10 engines (this is
true for the zZNext BC as well)

2CPs + 2ICFs + 1 ZIIP + 2 IFLs = 7 CPUS

What about growth and CBU/CoD?

Good: No ELS at DR. We will use CBUs on existing z10
Bad: no Hipersockets

o O O O

&% Isracard Group

D REen



ELS
Before After

ISRA1 ISRA2 ISRA1

VMTSTH1 VMPRD1 VMTSTH1

1XIFL
1XIFL 2XIFL

ISRA3

VMTST2

VMPRD2

& Isracard Group

el =D vss 3XIFL

VMPRD1

2XIFL

29
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CSL - WAVE

SHARE
Technology - Connections - Results

A provisioning A management Basic Health
tool tool checking
« Clone new images * Activate/ « CPU utilization
« Allocate resources Deactivate images  Disk space
(disks, network » Access (even if no running out
interfaces, network)
memory) « Reports
« Automation
4% isracard Group

el @R vise

31



CSL - WAVE (1/4)

Filn Ao Detect  Uner-Groug L = Protofyps Moo Sorage Managemard  Administrative  Usoer Tasks  Reports  Wirkkes  Halp

SHARE

Technology - Connections - Results

| @le| slel el

21| aviuser Groups  Hetwark | Prototypes | Storage | System Ststus | Session Tasks |

[ - [

WAVE Lo | ek Lnts | TS Log | Attention Requred |

WANESRY Tino | ™ | System | Code I Typn | Flboh |
12010-02-04 15-33:37.0 —— WANGENCOL il [Sudirietrator muhorkanciines ard kogged n From 07 -shorkan, 3
20 10-02-04 15-32:57.0 )’ WAYE WA TR0 T 1 'p#mrEm preforerces for WAVE User mshorbonr acard e ully

32



CSL - WAVE (2/4) S HARE
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Fia Ao Dotect  User-Group Managemant  Netvecrk Maragenant P o ‘Ao g o e Lhiow Taks  Roports  Windoss  Help
al| @le| &]e] s o)
Hardware Vie Tl [T Py e View
20| aperaiimer Grouen | Metwerk | Prototypes | Serage  Syitem Status | Sesson Tadks |
5V Sitem S2atun (Lank updated on Thy, Feb 4, 2010 a8 03:47:00 PH)
VM CPU Utilization VM Page Space Utili zation VM Spool Space Utlizalion

Total Storage Uil raion

\ e,
B
St T Followng obiject requirs sttention: (229 match fiber snd coment WM Systom selection )
e Dtvject Type | Dbiect Mame | Attention Requreed Detals | Severy |
. PMProboge  TMS o 2fvH e sadocialed 1 o

Piers
P oPCs [ e Systers [ aivHilsers 9 BAMPotenypes [ ahvMLANs T DASD Geoups 9 DASD Wolames  Raset |

i

unctionalty Ay atee darver
Tokal Desh 50, 20028
WAV Log | wiork nis | BTS Log | Attention Reguined |
WAVESRY Tie | [ | Stem | Code | Trpe 1 |
EO0-0E04 1532370 — [RRGERR 1] VEdvariss e sstvriervaer tor  Begrgend i I, 07 S botr W
W T [WANWINGCTT 1] [WRVE Livar pref prences for WeT Usar mehorkenchiieracwd updated sucoesshully

ST 0-0-04 15 00570

&% Isracard Group
33
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CSL - WAVE (3/4)

ol
SHARE
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—Zlone the Following users

Mame Hoskname Syskern I ISRSWTCH SLARNZ SLARMS Skatus
¥ |CLOMEDDD |CLOMEDODD  |[WMTSTI ——BLIE Ready =
v [CLOMEDDL CLOMEDOL WMTST1 141.4 Ready
W [CLOMEDDZ ZLOMEODZ WMTSTI 141.5 Ready
¥ |CLOMEDD3  |[CLOMEDDS  |[WMTSTI ™ S Ready
¥ [CLOMEOD4  |CLOMEODE  [WMTST1 [— SO Ready
| =i
Select all I Deselect all I Toggle Selection I Shiowe Filkering I Parallel I

—With the Following Options

—Clone Operation Details

MNumber of Clones EI Basename For clones JCLOMEDOD Tokal Skorage Meeded |34.38 GE MNew Storage Group IGRLINLIX (34,13 GE Free) - I

~Mew User Information

MNew Password I:I Retype new Password I I Domain I

™ | Regenerate S5H keys

—Select WaVE Scripk ko run after clone

Scripk Mame I

EBrawse... |

~Metwork Information

GLAM | Metwork: Default G
¥ [SYSTEM.ISRSWTCH I Ird
[ [S¥STEM.PUESWTCH I [
[ [SY¥STEM.PYTSWTCH -1 .0 -

Descriptive Fields

Project I

Functionalityl

Descripkion I

Hide

Cancel | Go I

&% Isracard Group

el @R vise
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CSL - WAVE (4/4)

Flo AdoDotest  Uior-Group Hanagement  Nebwrk Maragement  Protolype Managemant Ronage Hanagement  Adminntzathm  User Tadks  Reporls  Wirdow  Help

SHARE

Technology - Connections - Results

S0 1 =2 N e

Hardwarne Vicwer E 1] I I . * Current System View
o[ 2 Uiser Grougs Mestwork. | Protstipes | Storigs | Srstem Status | Session Tasks |

1] @) @ @] _wnkzom | 2 _sentepe | | _smreren |

. | b— i e e

WOAE Log | wiork Uinks | 75 Lesg | Attention Biagured |

T [ e | s | com e | ——
PO10-024H 15-32:37.0 — AAVGERDEH] 1 Admaristrator nehorheraies acard keyged in from 07-sherk }

5010-02-04 15-5357.0 — BT I O s pralerences lee WAVE L :

35



TEP and Omegamon/VM (1/2)

~
SHARE
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File Edit “iew Help
e = T BMeADE 002 dd BOUWBEE S D@ EEAE S| =
%58 Mavigator = Lull zW¥M Systems: Tops CPU Busy Percent s = @ H B % ||l zVMSystems: TopsWaitingUsersCount ~ £ [0 H [0 =
® & view: [Physical | & (3 =
Enterprise
E /05 Jystems
i 1
n
il =
= g
5 2
i + 5
21
1 1
< < = = = < = =
=4 = = = = = = =
S S5 =] = = = = =
[ g g 3 4 g . g 4
| <25 Physical ] System ID System ID
[ull z-wm Systems: Top 5 Paging Rate # & [@ BH O = |[E] zVMSystems: Active zVM Systems Registered P S 1 B U e R ]
[z = 4
Murnber | Average
. System LPAR Active AR Tasks ol Percent of N”"?ber Svstgm of Mumhber of Exp
Tirme D N U Nurnber of | Wit Percent of P Active | Paging Dialed Eligibl Ue
i SOrS| - Users | MWAR] cpy CPls | Rate e ORE  aue
2 Users Users
= | 040 15:47:38 | YMPRD1 | WYMPRDL 0 S o 5 ) 1 6 o 0.00
- = | oemdn 15:47:15 | YMTSTL | YMTST1 L 34 [ z 1 i o o 0.00
=2 | orm4a015:47:47 |VMPRDz | YMPRD: 20 31 0 z 17 1 17 0 0.00
32 | nzm4a0 15 4746 [ VMTST: WMTETz EE] 38 ] 1 & 1 3 1] 0.00
E 21
|,
Ej
a
E 1§
-
=
;, 12
2
2 1
+
1
< < < <
=4 = = =
T ] =] =]
il = @ @
2 = = =
System Ik
4 | =l
| ” @ Hub Time: 03:47 0zm4-.2010 ;71 Pl ” @ Server Available through SSL connection ” zAM Bystems - POMTERSa.isracard.co.il - mfuser |

& Isracard Group
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TEP and Omegamon/VM (2/2)

File Edit ¥iew Help

- H I RS$AERE 002 a4 auWHERLUEB RV @oBEEAH B S | &=
=53 Navigator £ M B ||z PINTAPPLCPU £ 2 [0 B 0O % |[2emTapPzcru 2 M B O x
e@ Wiew |Physical - | 3% E‘é E‘é

Enterprise
[#-[08] Linux Systems
-] /05 Systems

- [ vMTSTZ

FPINTAFF1 CPU

1
=

IENE

| 22 physical |

TGN AL

IEIEN
IENE AL
IEIEIT
IEIETT A1
1T
IEIGE A1

CPU Peroent
J W vidual CPU e

FPINTAFP2z CPU

@ Last 12 Hours,

£
=

LR TR S0
IEIEIT
IENATT
IENET A1

o A1/

CPUPercent
rtual CPU s

PINTWEBLCPU
=

PINTWEB? CPU

& &

£ &

mBE0O=x

=
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< Different versions of RH for different software

=  would you keep z/OS 1.9 for DB2 8 and z/OS 1.11 for CICS/TS
4.1?

< Bleeding edge at times
= Certification - not always there
We are still waiting for Oracle 11g certification
= Sometimes we had to wait for software to be written
= Not all software is supported on z
< Hipersockets — we have not found a justification for it (yet)
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< Managerial issues
» [s it Mainframe or Distributed? - Try to avoid turf wars!
* Project management

\/~:: ----IAI..II.I..'.--- —_ I } AN P

= You need a full time z/VM expert - at least at the beginning

= DBAs do not like virtual platforms - Educate, Educate, Educate
< Business Class Issues
= Processor power - Most TCO studies were performed for EC

= Total number of CPUs = 10 - Forced us to go to ELS
(Enterprise Linux Server)
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