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Why Virtualization and TCO, ROI, TCA Why Virtualization and 
Consolidation are good

TCO, ROI, TCA 
(well, maybe a little)

Linux kernel Bash

LVMrpm's
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What you What you willwill hear todayhear today
� Why we consolidated and virtualized

� Why zLinux was a good choice for us

� How we are doing it 

� The potholes along the way(and how we fixed 
them or bypassed them)
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� Which applications were ported and our plans for 
the future

� Our toolbox

� Decisions that we might have taken(or not taken) 
if we had seen this presentation before we started

� How to implement zLinux at smaller shops



IsracardIsracard Corporation Corporation -- Credit Card Company Credit Card Company 

2 million 
cardholders 

118 thousand 
merchants 

2.7 million active cards -
49% market share

27 million transactions 
per month

Monthly turnover of 6 
billion NIS - 48% of the 

market share 



IsracardIsracard Before ConsolidationBefore Consolidation

Blade 
servers, 

Windows, nix

Storage,
Network z series

z/OS

Monolithic 
servers, 

Windows, nix

CICS, DB2, 
IMS/DB, VSAM....WAS, SQL server, 

Oracle DB, Oracle 
Forms, Exchange

Biztalk.......
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DR Infrastructure before consolidation DR Infrastructure before consolidation 
((33QQ0808))

Z9 BC

Primary Site

Z9 BC

Backup Site

Z800

Hitachi
9970v

Hitachi
USP

TC

z/OS, CICS, DB2, 
IMS/DBCTL
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The consolidation trigger The consolidation trigger 

� Until recently, all core business was on z/OS - hence the
distributed systems were not available at the backup site

� Core business on distributed systems - management
decision to have them at backup site as well

� Backup site floor space and environmentals are very� Backup site floor space and environmentals are very
restricted

� We already have a mainframe at the backup site, so
zLinux will not take up any floor space/power/cooling

� Servers that can not go to zLinux will be consolidated on
VMware and blades
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Why (z)Linux?Why (z)Linux?

� Total Cost of Ownership
• Oracle is the go/nogo

• We found that the break even point is 1 BC = 1 IFL with 32GB

� Server Management is easier (see CSL-WAVE later on)

� Built-in DR

� RASSS
• Reliability, Availability, Security, Stability, Scalability

� Performance

� Close to the core business
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The kickoffThe kickoff

� IFL + 8GB storage on 'try and buy'

� Install z/VM 5.3

� Choose Redhat distro 5 over SUSE

• Local support
• IBM indifferent
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• IBM indifferent
• A few RH servers on x86
• Same price

� Easy wins chosen as trial

• Compuware/iStrobe (Tomcat app)
• Tivoli Enterprise Portal  (Java)
• IBM HTTP Server(IHS) + Websphere Application Server(WAS) 

+CICS Transaction Gateway(CTG) - Internet site(more later)



The Trial succeeds The Trial succeeds -- time to make some time to make some 
decisions  and do some work (decisions  and do some work (11//22))

Products 
� CSL-WAVE for provisioning and 
management 
� TSM agent installed for backups

Architecture 
� We purchased an IFL for our 
second z9 – thinking 
'mainframe availability'
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� BMC/ControlM agent for 
scheduling
� CA-UNICENTER for availability 
monitoring
� Omegamon/VM for performance 
monitoring
� Tivoli System Automation

� All disks are CKD/FICON



The Trial succeeds The Trial succeeds -- time to make some time to make some 
decisions  and do some work (decisions  and do some work (22//22))

Education 
� In-house Linux course given to 
system support (mainframe and 
distributed), security, operations 

First application to 
migrate chosen 
� Isracard's Internet site which 
allows cardholders to view 
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distributed), security, operations 
and DBAs

allows cardholders to view 
statements, inquire account 
details and manage stars 
(our loyalty program)



Internet Internet -- the first real application to migratethe first real application to migrate
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Things that needed to be doneThings that needed to be done

� Upgrade WAS (Websphere Applicaton Server)

� Change Application

� Change protocol from SNA to Enterprise Extender(EE)

� Change UDB to Oracle(DBA decision) 
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� Change UDB to Oracle(DBA decision) 

� Provide for high availability and load balancing

� Disaster recovery support  

� We would have done all of the above anyway
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Internet Internet -- the first real application to migratethe first real application to migrate

The NEW picture
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Who crashed my penguin party?Who crashed my penguin party?
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Oracle challengesOracle challenges

� We started testing Oracle based applications

� Performance was lousy

� RAC did not work

� At first , 10g was not supported with 5.2 

� Almost stopped the entire projectAlmost stopped the entire project

� Brought in IBM help 
• Dave Simpson – zLinux Oracle DBA

• Used ORION as a benchmarking tool(can be downloaded 
from Oracle)
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IOS OLTP DSS

Hitachi/CKD/Ficon 52 1297

XIV/SCSI/FCP 696 8818



Oracle challenges Oracle challenges -- partially resolved partially resolved 

� Got RAC to work, but scrapped it

� Moved Oracle Databases from Hitachi / CKD / FICON to
IBM / XIV / SCSI / FCP

� Binaries/OS remain on CKD

� All production will be on one z9/z10 with two IFLs (this was� All production will be on one z9/z10 with two IFLs (this was
revised, see later on)

� Oracle High availability will be active/passive based

� A big remaining challenge – batch conversions from
windows(a general Linux problem , not z related) – partially
solved by leaving a ‘Batch Machine’ on Windows
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DR Infrastructure before consolidation DR Infrastructure before consolidation 
((33QQ0808))

Z9 BC

Primary Site

Z9 BC

Backup Site

Z800

Hitachi
9970v

Hitachi
USP

TC

z/OS, CICS, DB2, 
IMS/DBCTL
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DR Infrastructure after consolidation DR Infrastructure after consolidation 
((33QQ1010))

Z9 BC

z/OS, z/VM+zLinux

Primary Site

Z10 BC

Backup Site
Z9 BC

Hitachi
USPv

Hitachi
USP

TC
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z/OS, z/VM+zLinux

IBM
XIV

IBM
XIV

Synchronous
Replication

VMware, Windows,
Linux

BC



Planned DR Infrastructure Planned DR Infrastructure ((11QQ1111))

z/OS, 

Primary Site

Z10 BCZ10 BC Z10 BC - ELS

Backup Site
Z10 BC + CBUs

IBM
DS8700

IBM
DS8700

MGM
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IBM
XIV

IBM
XIV

Synchronous
Replication

VMware, Windows,
Linux

BC

z/OS, 
z/VM+zLinux



Enterprise Linux Sever (ELS)Enterprise Linux Sever (ELS)

� Series Z with IFLs only - specially priced

� Business Class machines have only 10 engines (this is
true for the zNext BC as well)

� 2CPs + 2 ICFs + 1 ZIIP + 2 IFLs = 7 CPUS2CPs + 2 ICFs + 1 ZIIP + 2 IFLs = 7 CPUS

� What about growth and CBU/CoD?

� Good: No ELS at DR. We will use CBUs on existing z10

� Bad: no Hipersockets
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ELSELS

VMTST1

ISRA1

VMPRD1

ISRA2

Before

VMTST1

ISRA1 ISRA2

After

VMTST2

1XIFL

VMPRD2

2XIFL
VMPRD1VMTST2

1XIFL
VMPRD1

2XIFL

VMPRD2

ISRA3

3XIFL
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CSL CSL -- WAVEWAVE

A provisioning 
tool

• Clone new images
• Allocate resources 

A management 
tool

• Activate/ 
Deactivate images

Basic Health 
checking

• CPU utilization
• Disk space • Allocate resources 

(disks, network 
interfaces, 
memory)

Deactivate images
• Access (even if no 

network)
• Reports
• Automation

• Disk space 
running out
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CSL CSL -- WAVE (WAVE (11//44))
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CSL CSL -- WAVE (WAVE (22//44))

33



CSL CSL -- WAVE (WAVE (33//44))
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CSL CSL -- WAVE (WAVE (44//44))
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TEP and Omegamon/VM (TEP and Omegamon/VM (11//22))
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TEP and TEP and OmegamonOmegamon/VM (/VM (22//22))
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Some general observations (Some general observations (11//22))

� Different versions of RH for different software

� would you keep z/OS 1.9 for DB2 8 and z/OS 1.11 for CICS/TS 
4.1?

� Bleeding edge at times
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� Bleeding edge at times

� Certification - not always there

We are still waiting for Oracle 11g certification

� Sometimes we had to wait for software to be written

� Not all software is supported on z 

� Hipersockets – we have not found a justification for it (yet)



Some general observations (Some general observations (22//22))

� Managerial issues

� Is it Mainframe or Distributed? - Try to avoid turf wars!

� Project management 

� You need a full time z/VM expert - at least at the beginning
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� You need a full time z/VM expert - at least at the beginning

� DBAs do not like virtual platforms - Educate, Educate, Educate

� Business Class Issues

� Processor power - Most TCO studies were performed for EC

� Total number of CPUs = 10 - Forced us to go to ELS 
(Enterprise Linux Server)



They multiply They multiply 
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Questions ?Questions ?
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